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ABSTRACT: Let X be an infinite set and I(X ) the symmetric inverse semigroup on X . For a nonempty subset Y of X
and an infinite cardinal q such that |X |⩾ q, let PS(X , Y, q) = {α ∈ I(X ) : |X\Xα|= q and Xα ⊆ Y }. Then PS(X , Y, q) is
a generalization of the partial Baer-Levi semigroup PS(X , q) = {α ∈ I(X ) : |X\Xα|= q} which has been studying since
1975. In this paper, we describe the Green’s relations and characterize the natural partial order on PS(X , Y, q). With
respect to this partial order, we determine when two elements are related, find all the maximum, minimum, maximal,
minimal, lower cover and upper cover elements. Also, we describe elements which are compatible and we investigate
the greatest lower bound and the least upper bound of two elements in PS(X , Y, q).
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INTRODUCTION

Let X be a nonempty set and let P(X ) denote the set
of all partial transformations of X , i.e., all transfor-
mations α whose domain, dom α, and range, Xα are
subsets of X . Let T (X ) denote the subsemigroup of
P(X ) consisting of all α ∈ P(X )with dom α= X , which
is called the full transformation semigroup. Also, let
I(X ) denote the symmetric inverse semigroup on X :
that is, the set of all injective mappings in P(X ). When
X is an infinite set and q is a fixed cardinal such that
|X |⩾ q ⩾ ℵ0, we write

BL(X , q) = {α ∈ T (X )∩ I(X ) : d(α) = q},

where d(α) = |X\Xα| is called the defect of α. Then
BL(X , q) is called the Baer-Levi semigroup of type
(|X |, q). It is known that BL(X , q) is a right can-
cellative, right simple semigroup without idempotents.
Moreover, for any semigroup S satisfying these three
properties, S can be embedded in a Baer-Levi semi-
group of type (p, p), where p = |S| (see [1, Section
8.1]).

In 1975, Sullivan [2] introduced and studied a
semigroup containing BL(X , q), namely

PS(X , q) = {α ∈ I(X ) : d(α) = q},

and call this the partial Baer-Levi semigroup on X .
He showed that, when p = q, every automorphism
of PS(X , q) is inner and the set of all automorphisms
of PS(X , q) is isomorphic to G(X ), the permutation
group on X . Later, in 2004, Pinto and Sullivan [3]
showed that this is also true when p > q. Also, a
characterization of the Green’s relations, regular ele-
ments and ideals of PS(X , q) have been provided in

this paper. In contrast with BL(X , q), the semigroup
PS(X , q) is neither right simple nor right cancellative
(see [3, Example 1]). Moreover, this semigroup always
cantains idempotents (see [3, p 89]).

In this paper, we introduce a family of subsets of
PS(X , q) defined by

PS(X , Y, q) = {α ∈ I(X ) : d(α) = q and Xα ⊆ Y },

where Y is a fixed nonempty subset of X . Since
PS(X , q) is closed under composition of functions
and if Xα ⊆ Y, Xβ ⊆ Y , then Xαβ ⊆ Xβ ⊆ Y , thus
PS(X , Y, q) is a subsemigroup of PS(X , q). We also ob-
serve that |X\Y |⩽ |X\Xα|= q for any α ∈ PS(X , Y, q),
therefore PS(X , Y, q) ̸=∅ only when |X\Y |⩽ q. More-
over, when X = Y , we obtain that PS(X , Y, q) =
PS(X , q). Thus, we may regard PS(X , Y, q) as a gen-
eralization of PS(X , q).

The natural partial order on regular semigroups
was first defined in 1980 independently by Hartwig
[4] and Nambooripad [5]. The most recognized and
widely used definition is the following: a ⩽ b if and
only if a = eb = b f for some idempotents e, f ∈ S.
Later, in 1986, Mitsch [6] generalized the definition
of the above partial order on regular semigroups to
arbitrary semigroup S by: a⩽ b if and only if a= x b=
b y and a = a y for some x , y ∈ S1, where the notation
S1 means S itself if S contains the identity element,
otherwise S1 denotes the semigroup obtained from S
by adjoining an extra identity element 1. However,
when S is regular the Mitsch’s order coincides with the
Hartwig-Nambooripad’s order. A significant amount of
research has been done studying the natural partial
order on various transformation semigroups on the
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nonempty set X . In [7], Kowol and Mitsch charac-
terized the natural partial order on T (X ) in terms
of images and kernels. In 2003, Marques-Smith and
Sullivan [8] studied and compared various properties
of the natural partial order ⩽ and the another par-
tial order ⊆ on P(X ), namely the containment order
defined by : α ⊆ β if and only ifdom α ⊆ dom β and
xα = xβ for all x ∈ dom α. Later, Singha, Sanwong
and Sullivan [9, 10] investigated various properties
of ⩽ and ⊆ on I(X ), PS(X , q) and its largest regular
subsemigroup. The natural partial order has also
been studied in many other recent papers on several
transformation semigroups, see for example [11–14].
For the description for the natural partial order on
BL(X , q), as far as we know, it were not characterized
before. But we observe that, if α⩽ β in BL(X , q), then
by the definition of ⩽, we have αµ= βµ for some µ ∈
BL(X , q)1, so α= β since BL(X , q) is right cancellative.
Therefore, the natural partial order on BL(X , q) is just
the identity relation on BL(X , q). Although PS(X , Y, q)
is a generalization of PS(X , q), in general, when X ̸=
Y the natural partial order on PS(X , Y, q) is not the
restriction of the natural partial order on PS(X , q) to
PS(X , Y, q). In other words, for α,β ∈ PS(X , Y, q) such
that α ⩽ β in PS(X , q), it does not necessarily follow
that α ⩽ β in PS(X , Y, q). For example, let X = N be
the set of all positive integers, let Y be the set of all
positive even integers and let q = ℵ0. Let α,β ,λ,µ be
defined as follows:

α=
�

4 5
2 4

�

, β =
�

4 5 6 7
2 4 6 8

�

,

λ=
�

4 5
4 5

�

and µ=
�

2 4
2 4

�

.

Then α, β , µ ∈ PS(X , Y, q) and λ ∈ PS(X , q)\
PS(X , Y, q). We see that α = λβ = βµ and α = αµ, so
α⩽ β in PS(X , q). But there is no λ′ ∈ PS(X , Y, q) such
that α = λ′β , so α ≰ β in PS(X , Y, q). It is therefore
of interest to characterize the natural partial order on
PS(X , Y, q).

The main objective of this paper is to study the
semigroup PS(X , Y, q). To achieve this aim, we first in-
vestigate some elementary results of PS(X , Y, q). In the
following section, we give descriptions of the Green’s
relations and describe the natural partial order on this
semigroup. The results for PS(X , Y, q) obtained in this
paper extend and generalize the corresponding results
for PS(X , q) obtained in [3, 9, 10].

PRELIMINARY NOTATION AND RESULTS

Throughout this paper, unless otherwise specified, we
suppose that X is an infinite set with |X | = p, q is an
infinite cardinal such that q ⩽ p and Y is a nonempty
subset of X such that |X\Y | ⩽ q. For each mapping
α ∈ PS(X , Y, q), we write

α=
�

ai
yi

�

,

where the subscript i belongs to some unmentioned
index set I , the abbreviation {yi} denotes {yi : i ∈ I},
Xα = {yi} ⊆ Y , dom α = {ai} and aiα = yi . We
also write g(α) = |X\dom α| and r(α) = |Xα|, and
refer to these cardinals as the gap and the rank of α,
respectively. For a subset A of X , we denote by α|A the
restriction of α to A. Also, denote by idA the identity
function on A and we write A= B ∪̇ C to denote A is
a disjoint union of B and C . As usual, ∅ denotes the
emptyset, but in some contexts,∅ is used to refer to the
empty (one-to-one) transformation which is the zero
element in P(X ).

We begin with some basic results on PS(X , Y, q)
which analogous to those obtained for PS(X , q) in [3].

Proposition 1 The semigroup PS(X , Y, q) contains zero
element precisely when |X | = q. Moreover, PS(X , Y, q)
has no identity element.

Proof : Sine every mapping in PS(X , Y, q) has defect
q and d(∅) = p, so ∅ ∈ PS(X , Y, q) precisely when
p = q.Next, to show that PS(X , Y, q) has no identity
element, we first observe that if γ is the identity
element in PS(X , Y, q), then for all α ∈ PS(X , Y, q),
α = γα. So dom α ⊆ dom γ and γ|dom α = iddom α. If
|Y | = p, then we can write Y = A ∪̇ B ∪̇ C , where
|A| = p and |B| = |C | = q. As |X\Y | ⩽ q, we have
|A∪B∪(X\Y )|= |A∪C ∪(X\Y )|= p. Thus, there exist
θ : A∪B∪(X\Y )→ A and ϵ : A∪C∪(X\Y )→ A, where
θ and ϵ are bijections. We have Xθ = Xϵ = A⊆ Y and
d(θ ) = d(ϵ) = |B| + |C | + |X\Y | = q, whence θ ,ϵ ∈
PS(X , Y, q). As γ is the identity, we have γ|dom θ =
idA∪B∪(X\Y ) and γ|dom ϵ = idA∪C∪(X\Y ), that is γ = idX ,
contradicting the fact that |X\Xγ| = q. On the other
hand, if |Y | < p, then p = |X\Y | ⩽ q and so p = q. In
this case, all mappings whose domain is a singleton and
range is a subset of Y belong to PS(X , Y, q). Fix y ∈ Y

and for any x ∈ X , we let αx =
�

x
y

�

∈ PS(X , Y, q).

Again, as γ is the identity, we have αx = γαx and so
xγ= x for all x ∈ X . Then we obtain that γ= idX and
this leads to a contradiction again. Hence PS(X , Y, q)
has no identity element. 2

Proposition 2 The semigroup PS(X , Y, q) is neither
right cancellative nor right simple. Furthermore,
PS(X , Y, q) always contains idempotents and

E(PS(X , Y, q)) = {idA : A⊆ Y and |X\A|= q}

is the set of all idempotents in PS(X , Y, q).

Proof : If |X |= q, then we let y ∈ Y and t, u, v ∈ X\{y},
where t, u and v are all distinct. We define

α=
�

t
y

�

, β =
�

u
y

�

, γ=
�

v
y

�

.

As |X\{y}| = q, we have that α,β ,γ ∈ PS(X , Y, q) and
αγ = ∅ = βγ but α ̸= β . Therefore PS(X , Y, q) is not
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a right cancellative semigroup. Moreover, for any λ ∈
PS(X , Y, q), we see that t /∈ dom βλ. So α ̸= βλ, that
is PS(X , Y, q) is not right simple. On the other hand,
suppose that |X | = p > q. Since |X\Y | ⩽ q, we have
|Y | = p. We write Y = A ∪̇ B, where A= {ai}, |A| = p
and |B|= q. Choose b, c ∈ B with b ̸= c and define

α=
�

ai b
ai b

�

and β =
�

ai c
ai b

�

,

it is easy to see that α,β , idA ∈ PS(X , Y, q) and α · idA =
idA = β · idA but α ̸= β . Thus, PS(X , Y, q) is not a
right cancellative semigroup. Furthermore, for any
λ ∈ PS(X , Y, q), we see that b /∈ dom βλ. Then α ̸=
βλ, this again implies PS(X , Y, q) is not a right simple
semigroup.

Next, we characterize all idempotents in
PS(X , Y, q). It is clear that for any A ⊆ Y such
that |X\A| = q, we have idA ∈ PS(X , Y, q) and
idA · idA = idA, whence idA is an idempotent.
Conversely, if α is an idempotent in PS(X , Y, q),
then α2 = α. So (xα)α = xα for all x ∈ dom α. Since
α is injective, we have xα= x and thus α= idA, where
A= dom α = Xα ⊆ Y . Hence, |X\A| = |X\Xα| = q as
required. 2

Proposition 3 The semigroup PS(X , Y, q) is not a reg-
ular semigroup.

Proof : If Y = X , then PS(X , Y, q) = PS(X , q) which
was shown in [3, Theorem 4], that it is not a regular
semigroup. Otherwise, if X\Y ̸= ∅, then we let α ∈
PS(X , Y, q) be such that dom α∩ (X\Y ) ̸= ∅. Let x ∈
dom α∩(X\Y ) and suppose that xα= y . If α is regular,
then there exists β ∈ PS(X , Y, q) such that α= αβα, so
yβ = x /∈ Y , this contradicts to that Xβ ⊆ Y . Hence, α
is not a regular element in PS(X , Y, q). 2

GREEN’S RELATIONS

In this section, we characterize the Green’s relations
on PS(X , Y, q) by using some ideas of the proof for
PS(X , q) in [3] with the idea of restricted range con-
cerned. For the definition of Green’s relations L , R ,
H , D, and J on a semigroup, see [15, Chapter 2]. We
also recall from Proposition 1 that PS(X , Y, q) has no
the identity element, so PS(X , Y, q)1 ̸= PS(X , Y, q).

For comparison with what follows, we quote the
descriptions for Green’s relations on PS(X , q) from [3,
Theorems 7–10 and Remark 2].

Theorem 1 Let α,β ∈ PS(X , q). Then the following
statements hold.
(a) αRβ if and only if dom α= dom β .
(b) αLβ if and only if (Xα = Xβ and q ⩽ g(α) =

g(β)) or (α= β and g(α)< q).
(c) αH β if and only if (Xα= Xβ , dom α= dom β and

q ⩽ g(α)) or (α= β and g(α)< q).
(d) αDβ if and only if (g(α)< q and dom α= dom β)

or (r(α) = r(β) and q ⩽ g(α) = g(β)).

(e) αJ β if and only if (max{g(α), g(β)} ⩽ q and
r(α) = r(β)) or (q < g(α) = g(β)).

We begin by characterizing the relation R on
PS(X , Y, q). This finding appears to coincide with the
results in [3, Theorem 7], when αRβ in PS(X , q).

Theorem 2 Let α,β ∈ PS(X , Y, q). Then α = βµ for
some µ ∈ PS(X , Y, q) if and only if dom α ⊆ dom β . In
other word, αRβ in PS(X , Y, q) if and only if dom α =
dom β .

Proof : It is clear that, if α = βµ for some µ ∈
PS(X , Y, q), then dom α ⊆ dom β . For the converse,
we suppose that dom α ⊆ dom β . We can write

α=
�

ai
bi

�

and β =
�

ai x j
ci y j

�

,

where dom α = {ai} ⊆ dom β . We define µ =
�

ci
bi

�

.

Then Xµ= Xα ⊆ Y and d(µ) = d(α) = q, whence µ ∈
PS(X , Y, q) and α= βµ as required. 2

In order to characterize the L -relation on
PS(X , Y, q), the following lemma is needed.

Lemma 1 Let α,β ∈ PS(X , Y, q). Then α = λβ for
some λ ∈ PS(X , Y, q) if and only if the following con-
ditions hold.
(a) Xα ⊆ Xβ .
(b) (Xα)β−1 ⊆ Y .
(c) q ⩽max{g(β), |Xβ\Xα|}⩽max{g(α), q}.

Proof : Suppose that α = λβ for some λ ∈ PS(X , Y, q).
Then Xα ⊆ Xβ and we may write

α=
�

ai
bi

�

and β =
�

x i xk
bi bk

�

,

where Xα = {bi} ⊆ Xβ and {x i} = (Xα)β−1. Thus
aiλβ = aiα = bi = x iβ . Since β is injective, we have
that x i = aiλ ∈ Y , that is (Xα)β−1 ⊆ Y . Observe that

X\Xλ= ((X\Xλ)∩dom β) ∪̇ ((X\Xλ)∩ (X\dom β)).

In addition, as β is injective, we have that

q = |X\Xλ|
= |(X\Xλ)∩dom β |+ |(X\Xλ)∩ (X\dom β)|
= |(X\Xλ)β |+ |(X\Xλ)∩ (X\dom β)|
= |Xβ\Xα|+ |(X\Xλ)∩ (X\dom β)|
⩽ |Xβ\Xα|+ |X\dom β |
=max{g(β), |Xβ\Xα|}.

(1)

Next, we see that dom α = dom λβ = (Xλ ∩
dom β)λ−1. Then (Xλ∩ (X\dom β))λ−1 ⊆ X\dom α,
whence |Xλ∩(X\dom β)|= |(Xλ∩(X\dom β))λ−1|⩽
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|X\dom α|. This implies that

g(β) = |X\dom β |
= |(X\dom β)∩ Xλ|+ |(X\dom β)∩ (X\Xλ)|
⩽ |X\dom α|+ |X\Xλ|
=max{g(α), q}.

(2)

As |Xβ\Xα| ⩽ |X\Xα| = q and from (1) and (2), we
have that q ⩽max{g(β), |Xβ\Xα|} ⩽max{g(α), q} as
required.

Conversely, suppose that the conditions (a), (b)
and (c) hold. From (a) and (b), we can write

α=
�

ai
bi

�

and β =
�

x i xk
bi bk

�

,

where Xα = {bi} ⊆ Xβ , {x i} = (Xα)β−1 ⊆ Y and
Xβ\Xα= {bk}. We aim to define λ ∈ PS(X , Y, q) such
that α= λβ . We consider two cases.
Case 1: g(α)< q or g(β)⩽ q.

If g(α) < q then max{g(α), q} = q. So, the con-
dition (c) implies max{g(β), |Xβ\Xα|} = q. On the
other hand, if g(β)⩽ q, then, as |Xβ\Xα|⩽ |X\Xα|=
q, the condition (c) implies max{g(β), |Xβ\Xα|} = q

again. Now, define λ =
�

ai
x i

�

. Then α = λβ , Xλ ⊆ Y

and d(λ) = g(β) + |{xk}| =max{g(β), |Xβ\Xα|} = q,
whence λ ∈ PS(X , Y, q).
Case 2: g(α)⩾ q and g(β)> q.

From (c), we have that q < g(β)⩽ g(α). Then we
may write X\dom α = {um} ∪̇ T , where g(β) = |{um}|
and g(α) = |T |. We see that

X\dom β = (Y \dom β) ∪̇ ((X\dom β)∩ (X\Y )), (3)

where |X\dom β | = g(β) > q and |(X\dom β) ∩
(X\Y )| ⩽ |X\Y | ⩽ q. Then, from (3), we have
|Y \dom β | = |X\dom β | > q. Now, write Y \dom β =
{vm} ∪̇ U , where g(β) = |{vm}| and |U | = q. In this

case, we define λ =
�

ai um
x i vm

�

. Then λ is injec-

tive, Xλ ⊆ Y and α = λβ . Moreover, since |{xk}| =
|Xβ\Xα| ⩽ |X\Xα| = q, |U | = q and |(X\dom β) ∩
(X\Y )|⩽ |X\Y |⩽ q, we have

d(λ) = |X\({x i}∪ {vm})|
= |{xk}|+ |U |+ |(X\dom β)∩ (X\Y )|= q,

so λ ∈ PS(X , Y, q) as required. 2

Now, we can present our description of the relation
L on PS(X , Y, q).

Theorem 3 Let α,β ∈ PS(X , Y, q). Then αLβ if and
only if

α= β or (Xα= Xβ , dom α ⊆ Y, dom β ⊆ Y

and q ⩽ g(α) = g(β)).

Proof : Suppose that αLβ in PS(X , Y, q). Then α= λβ
and β =µα for some λ,µ∈ PS(X , Y, q)1. If α ̸= β , then
λ,µ ∈ PS(X , Y, q). Thus, Lemma 1 implies that

(a1) Xα ⊆ Xβ ,

(a2) (Xα)β
−1 ⊆ Y,

(a3) q ⩽max{g(β), |Xβ\Xα|}⩽max{g(α), q},
(b1) Xβ ⊆ Xα,

(b2) (Xβ)α
−1 ⊆ Y,

(b3) q ⩽max{g(α), |Xα\Xβ |}⩽max{g(β), q}.

Then (a1) and (b1) imply Xα = Xβ . Consequently,
|Xα\Xβ | = 0 = |Xβ\Xα|. Thus, (a3) implies q ⩽
g(β) ⩽ max{g(α), q} and (b3) implies q ⩽ g(α) ⩽
max{g(β), q}. As q ⩽ g(α) and q ⩽ g(β), we have
max{g(α), q} = g(α) and max{g(β), q} = g(β), so we
obtain that q ⩽ g(β) ⩽ g(α) and q ⩽ g(α) ⩽ g(β),
whence q ⩽ g(α) = g(β). Finally, as Xα= Xβ , we see
that (a2) implies dom β = (Xβ)β−1 = (Xα)β−1 ⊆ Y .
Similarly, (b2) implies dom α ⊆ Y as required.

Conversely, it is clear that if α = β , then
αLβ . We suppose that Xα = Xβ , dom α ⊆ Y ,
dom β ⊆ Y and q ⩽ g(α) = g(β). Then |Xβ\Xα| =
0, max{g(α), q} = g(α) and max{g(β), |Xβ\Xα|} =
g(β). Consequently, as q ⩽ g(α) = g(β), we obtain
that q ⩽ max{g(β), |Xβ\Xα|} = max{g(α), q}. More-
over, the conditions Xα = Xβ and dom β ⊆ Y imply
(Xα)β−1 = (Xβ)β−1 = dom β ⊆ Y . Thus, by Lemma 1,
α= λβ for some λ ∈ PS(X , Y, q). Analogously, we can
prove that β = µα for some µ ∈ PS(X , Y, q). Hence,
αLβ as required. 2

According to Theorem 2 and Theorem 3, we have
the following conclusion readily for H -relation on
PS(X , Y, q).

Corollary 1 Let α,β ∈ PS(X , Y, q). Then αH β in
PS(X , Y, q) if and only if

α= β or (Xα= Xβ , dom α= dom β ⊆ Y and q⩽ g(α)).

In what follows we describe the relation D.

Theorem 4 Let α,β ∈ PS(X , Y, q). Then αDβ if and
only if

dom α= dom β or (r(α) = r(β), dom α ⊆ Y,

dom β ⊆ Y and q ⩽ g(α) = g(β)).

Proof : Suppose that αDβ . Then there exists γ ∈
PS(X , Y, q) such that αLγ and γRβ . Then by The-
orem 2 and Theorem 3, dom γ= dom β and (a) α= γ
or (b) Xα= Xγ, dom α⊆ Y , dom γ⊆ Y and q⩽ g(α) =
g(γ).

If (a) holds, then dom α= dom γ= dom β . Other-
wise, if (b) holds, then dom β = dom γ ⊆ Y , dom α ⊆
Y , g(β) = g(γ) = g(α) ⩾ q and |Xα| = |Xγ| =
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|dom γ| = |dom β | = |Xβ |, that is r(α) = r(β) as
required.

Conversely, if dom α = dom β , then αRβ in
PS(X , Y, q). As D is an equivalence relation containing
R , we have that αDβ as required. Next, we assume
r(α) = r(β), dom α ⊆ Y , dom β ⊆ Y and q ⩽ g(α) =
g(β). As r(α) = r(β), we may write

α=
�

ai
bi

�

and β =
�

ci
di

�

.

We define γ =
�

ci
bi

�

. Then Xγ = Xα ⊆ Y and d(γ) =

d(α) = q, whence γ ∈ PS(X , Y, q). Moreover, dom γ =
dom β ⊆ Y and g(γ) = g(β) = g(α) ⩾ q. So, by
Theorem 2 and Theorem 3, αLγ and γRβ . It follows
that αDβ in PS(X , Y, q). 2

In order to describe the Green’s relation J on
PS(X , Y, q) when |X | = q, we need the following
lemma.

Lemma 2 Suppose that |X |= q. Let α,β ∈ PS(X , Y, q).
Then β = λαµ for some λ,µ ∈ PS(X , Y, q) if and only if
|dom β |⩽ |dom α∩ Y |.

Proof : Suppose that β = λαµ for some λ,µ ∈
PS(X , Y, q). Then

|Xβ |= |Xλαµ|= |Xλα∩dom µ|⩽ |Xλα|= |Xλ∩dom α|.

Since Xλ⊆ Y , we have that |Xλ∩dom α|⩽ |Y∩dom α|.
Thus, the above inequality implies that |dom β | =
|Xβ |⩽ |dom α∩ Y | as required.

Conversely, suppose that dom α∩ Y = {ai}, i ∈ I

and β =
�

c j
d j

�

, j ∈ J with |J | ⩽ |I |. If |I | is finite, then

|J | is also finite, and we can write {ai} = {x j} ∪̇ A, for
some finite set A with |A| ⩽ |I |. We note that the set
A could be empty, and in the event that this occurs, it
results in |I |= |J | and {ai}= {x j}. We define

λ=
�

c j
x j

�

and µ=
�

x jα
d j

�

.

Then β = λαµ. Since {x j} is finite, we have d(λ) =
|X\{x j}| = q. Moreover, Xλ ⊆ Y , Xµ = Xβ ⊆ Y
and d(µ) = d(β) = q, whence λ,µ ∈ PS(X , Y, q). On
the other hand, if I is infinite, then we write {ai} =
{yi} ∪̇ {y j} and define

λ′ =
�

c j
y j

�

and µ′ =
�

y jα
d j

�

.

Clearly, β = λ′αµ′ , Xλ′ ⊆ Y , Xµ′ = Xβ ⊆ Y and
d(µ) = d(β) = q, that is, µ′ ∈ PS(X , Y, q). It remains to
verify that λ′ ∈ PS(X , Y, q). We see that |dom α∩ Y |=
|{ai}|= |{yi}|, so

d(λ′) = |X\{y j}|= |X\(dom α∩ Y )|+ |{yi}|
= |X\(dom α∩ Y )|+ |dom α∩ Y |= |X |= q.

Therefore, λ′ ∈ PS(X , Y, q), which finishes the
proof. 2

The following theorem is a consequence of the
above lemma.

Theorem 5 Suppose that |X | = q. Let α,β ∈
PS(X , Y, q). Then αJ β if and only if dom α = dom β
or |dom α|= |dom α∩ Y |= |dom β |= |dom β ∩ Y |.

Proof : Suppose that αJ β in PS(X , Y, q). Then, there
exist σ,δ,σ′,δ′ ∈ PS(X , Y, q)1 such that α=σβδ and
β = σ′αδ′. If σ = 1 = σ′, then α = βδ and β = αδ′.
So αRβ , whence dom α = dom β by Theorem 2. If
δ = 1 = δ′, then α = σβ and β = σ′α, which imply
αLβ . Then, by Theorem 3, we have α = β or (Xα =
Xβ , dom α ⊆ Y, dom β ⊆ Y and q ⩽ g(α) = g(β)).

Here, if α = β , then we obtain that dom α =
dom β . Otherwise, if the latter holds, then dom α∩Y =
dom α and dom β ∩ Y = dom β . Moreover, as Xα =
Xβ , we obtain that |dom α ∩ Y | = |dom α| = |Xα| =
|Xβ |= |dom β |= |dom β ∩ Y |.

In other cases, it is a routine to check that α= λβµ
and β = λ′αµ′ for some λ,λ′,µ,µ′ ∈ PS(X , Y, q) (for
example, if σ = 1 and δ,δ′,σ′ ∈ PS(X , Y, q), then
α = βδ and β = σ′αδ′. So α = βδ = (σ′αδ′)δ =
σ′(βδ)δ′δ = σ′β(δδ′δ), where δδ′δ ∈ PS(X , Y, q)).
Thus, by Lemma 2, |dom β |⩽ |dom α∩Y |⩽ |dom α|⩽
|dom β∩Y |⩽ |dom β |. Hence, |dom α|= |dom α∩Y |=
|dom β |= |dom β ∩ Y | as required.

Conversely, if dom α = dom β , then αRβ and so
αJ β in PS(X , Y, q). Now, we assume that |dom α| =
|dom α∩ Y | = |dom β | = |dom β ∩ Y |. Then Lemma 2
implies α= λβµ and β = λ′αµ′ for some λ,λ′,µ,µ′ ∈
PS(X , Y, q). Therefore, αJ β and the proof is com-
plete. 2

To finish the study of the Green’s relations in
PS(X , Y, q), we give the following description of the
J - relation when |X |> q.

Theorem 6 Suppose that |X | = p > q. Let α,β ∈
PS(X , Y, q). Then, β = λαµ for some λ,µ ∈ PS(X , Y, q)
if and only if g(α) ⩽ q or q < g(α) ⩽ g(β). In other
word, αJ β if and only if max{g(α), g(β)} ⩽ q or q <
g(α) = g(β).

Proof : Suppose that β = λαµ for some λ,µ ∈
PS(X , Y, q). Since p > q, we have r(α) = r(β) = p.
If g(α) = t for some infinite cardinal t greater than
q, then we have t = |X\dom α| = |(X\dom α)∩ Xλ|+
|(X\dom α)∩(X\Xλ)|, where |(X\dom α)∩(X\Xλ)|⩽
|X\Xλ| = q < t. So, the above equation implies
|(X\dom α)∩Xλ|= t. Next, suppose that (X\dom α)∩
Xλ = {vi}. Then, vi = uiλ for some ui ∈ dom λ and
uiλ /∈ dom α. So uiλαµ is not defined. Consequently,
as β = λαµ, we have that ui /∈ dom β for all i. There-
fore, {ui} ⊆ X\dom β , where |{ui}|= t. It follows that
g(β)⩾ t = g(α)> q as required.

Conversely, notice that, since p > q, we have

www.scienceasia.org

http://www.scienceasia.org/
www.scienceasia.org


6 ScienceAsia 50 (3): 2024: ID 2024011

|dom α|= |dom β |= p. We may write

α=
�

ai
bi

�

and β =
�

ci
di

�

,

where i ∈ I and |I | = p. We also see that dom α =
(dom α ∩ Y ) ∪̇ (dom α\Y ) and |dom α\Y | ⩽ |X\Y | ⩽
q. Therefore, |dom α ∩ Y | = p. We write dom α ∩

Y = {x i} ∪̇ A, where |A| = q and define µ =
�

x iα
di

�

.

Then Xµ = Xβ ⊆ Y and d(µ) = d(β) = q, whence
µ ∈ PS(X , Y, q). Now, if g(α) ⩽ q, then we define

λ =
�

ci
x i

�

. Clearly, β = λαµ and Xλ ⊆ Y . More-

over, since |dom α\Y | ⩽ q and |A| = q, we have
|X\Xλ| = |X\{x i}| = |X\dom α| + |dom α\Y | + |A| =
q, that is, λ ∈ PS(X , Y, q). Finally, if q < g(α) =
t ⩽ g(β), then we consider X\dom α = ((X\dom α)∩
Y ) ∪̇ ((X\dom α)\Y ). Since |(X\dom α)\Y |⩽ |X\Y |⩽
q < t, we have |(X\dom α) ∩ Y | = t. We write
(X\dom α) ∩ Y = B ∪̇ C , where |B| = t and |C | = q.
Since q < g(α) = t ⩽ g(β), there exists a subset D
of X\dom β such that |D| = t. Now, define λ′ =
�

ci D
x i B

�

, where λ′|D is a bijection from D onto B. We

see that β = λ′αµ and Xλ′ = {x i} ∪ B ⊆ Y . Moreover,
d(λ′) = |X\Xλ′| = |X\Y |+ |A|+ |C | = q, whence λ′ ∈
PS(X , Y, q). This completes the proof. 2

It is known that D ⊆J on any semigroup and D =
J on some well known transformation semigroups, for
example, on P(X ), T (X ) and I(X ) see [15, p. 63 and
p. 211]. However, this is not always true for PS(X , Y, q)
as shown in the following example.

Example 1 Let X = N denote the set of all positive
integers. Let Y be the set of all positive even integers

and let q = ℵ0. We define α=
�

3n
2n

�

, where n ∈N, and

β = idY . It can be verified that α,β ∈ PS(X , Y, q). We
see that |dom α∩ Y | = |{6n : n ∈ N}| = ℵ0 = |dom α|
and |dom β ∩ Y | = |dom β | = |Y | = ℵ0. So αJ β in
PS(X , Y, q) by Theorem 5. But α and β are not D-
related in PS(X , Y, q) by Theorem 4 since dom α ̸=
dom β and dom α ⊈ Y .

To close this section, it is worth noticing that,
unlike theR-relation, when X ̸= Y the relationsL ,H ,
D and J on PS(X , Y, q) are not the restriction of the
corresponding relations from PS(X , q) to PS(X , Y, q).
We provide some examples below.

Example 2 Let X , Y and q be as in Example 1.

(i) Defineα=
�

5 4
2 4

�

and β =
�

4 5
2 4

�

. We can verify

that α,β ∈ PS(X , Y, q) ⊆ PS(X , q) and Xα = Xβ ,
dom α = dom β and g(α) = g(β) = ℵ0. So αH β
in PS(X , q) by Theorem 1. Since H ⊆ L , we
obtain that αLβ in PS(X , q). But α and β are

not L -related in PS(X , Y, q) by Theorem 3 since
α ̸= β and dom α ⊈ Y . Consequently, they are not
H -related in PS(X , Y, q).

(ii) Define γ =
�

3 4
2 4

�

and µ =
�

5 6
2 4

�

. Then

γ,µ ∈ PS(X , Y, q) ⊆ PS(X , q), r(γ) = 2 = r(µ)
and g(γ) = g(µ) = ℵ0. So γDµ in PS(X , q) by
Theorem 1. Since D ⊆ J , we obtain that γJ µ
in PS(X , q). But γ and µ are not J -related in
PS(X , Y, q) by Theorem 5 since dom γ ̸= dom µ
and |dom γ| = 2 whereas |dom γ ∩ Y | = 1. Con-
sequently, they are not D-related in PS(X , Y, q).

NATURAL PARTIAL ORDER

In this section, we investigate various properties of
the natural partial order on PS(X , Y, q). First, we
recall that by Proposition 3, PS(X , Y, q) is not a regular
semigroup, so the definition of the natural partial order
that is used in this paper is the Mitsch’s order, that is,
for α,β ∈ PS(X , Y, q), α⩽ β if and only if α= λβ = βµ
and α= αµ for some λ,µ ∈ PS(X , Y, q)1.

We also notice that, for α,β ∈ PS(X , Y, q) with
α⊆ β , since they are injective, we obtain the following
results which will be used throughout this section.
(i) |dom β\dom α|= |Xβ\Xα|.
(ii) (Xα)α−1 = (Xα)β−1.
(iii) If dom α= dom β or Xα= Xβ , then α= β .

We denote by α ⊂ β when α ⊆ β and α ̸= β .
Similarly, we write α < β when α⩽ β and α ̸= β .

We begin with describing the conditions for α,β ∈
PS(X , Y, q) are related under the natural partial order.

Theorem 7 Let α,β ∈ PS(X , Y, q). Then α ⩽ β if
and only if α = β or (α ⊆ β , dom α ⊆ Y and q ⩽
max{g(β), |Xβ\Xα|}).

Proof : Suppose that α ⩽ β in PS(X , Y, q). Then α =
λβ = βµ and α = αµ for some λ,µ ∈ PS(X , Y, q)1,
which imply Xα ⊆ Xβ and dom α ⊆ dom β . If α ̸= β ,
then λ,µ ∈ PS(X , Y, q). So, by Lemma 1, we have
q ⩽ max{g(β), |Xβ\Xα|} and (Xα)β−1 ⊆ Y . Next,
as α = βµ = αµ, we have that xαµ = xβµ for all
x ∈ dom α. Thus, xα= xβ as µ is injective. Therefore,
α ⊆ β and so dom α = (Xα)α−1 = (Xα)β−1 ⊆ Y as
required.

For the converse, if α = β , then clearly, α ⩽
β . So we assume that α ⊆ β , dom α ⊆ Y and q ⩽
max{g(β), |Xβ\Xα|}. We may write

α=
�

ai
x i

�

and β =
�

ai a j
x i x j

�

.

Let µ =
�

x i
x i

�

, clearly α = βµ = αµ, where Xµ =

Xα ⊆ Y and d(µ) = d(α) = q, whence µ ∈
PS(X , Y, q). We also see that the condition α ⊆ β
implies Xα ⊆ Xβ and dom α ⊆ dom β , so g(β) ⩽
g(α). In addition, since |Xβ\Xα| ⩽ |X\Xα| = q,
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the condition q ⩽ max{g(β), |Xβ\Xα|} implies q ⩽
max{g(β), |Xβ\Xα|} ⩽ max{g(α), q}. Moreover, as
α ⊆ β , we also obtain that (Xα)β−1 = (Xα)α−1 =
dom α ⊆ Y . Thus, by Lemma 1, α = λβ for some
λ ∈ PS(X , Y, q). Hence, α⩽ β as required. 2

From Theorem 7, we see that the natural partial
order ⩽ is contained in ⊆ on PS(X , Y, q). We will
subsequently use this fact without further mention.

Theorem 8 PS(X , Y, q) has no maximum element with
respect to ⩽.

Proof : For a contradiction, suppose γ ∈ PS(X , Y, q) is
the maximum under ⩽. If |X | = q, then we choose
a, b ∈ X and c ∈ Y with a ̸= b. Define

α=
�

a
c

�

and β =
�

b
c

�

.

It can be verified thatα,β ∈ PS(X , Y, q). Then, α,β ⩽ γ
and so α,β ⊆ γ. This implies aα = aγ and bβ = bγ.
Since aα = c = bβ , we have that aγ = bγ and thus
a = b (as γ is injective), a contradiction. On the other
hand, assume that |X |= p > q. In this case, we choose
u, v ∈ dom γ with u ̸= v (possible since |dom γ| = p
when p > q), then uγ ̸= vγ. We define

µ=
�

dom γ\{u, v} u v
Xγ\{uγ, vγ} vγ uγ

�

,

where xµ = xγ for all x ∈ dom γ\{u, v}, then Xµ =
Xγ ⊆ Y and d(µ) = d(γ) = q, whence µ ∈ PS(X , Y, q).
Since γ is the maximum, we have µ⩽ γ, which implies
µ ⊆ γ and so uµ = uγ. Thus, uγ = vγ, a contradiction
again. In all cases, we deduce that PS(X , Y, q) has no
the maximum element under ⩽. 2

Theorem 9 The following statements hold for the min-
imum element with respect to ⩽ in PS(X , Y, q).
(a) If |X | = q, then ∅ is the minimum element in

PS(X , Y, q).
(b) If |X | > q, then PS(X , Y, q) has no minimum ele-

ment.

Proof : In order to prove (a), suppose that |X | = q and
let α ∈ PS(X , Y, q). It is clear that ∅ ⊆ α and dom∅=
∅⊆ Y . If q ⩽ g(α), then q ⩽max{g(α), |Xα\X∅|} and
so ∅ ⩽ α by Theorem 7. Otherwise, if g(α) < q, then
|Xα\X∅| = |Xα| = q. Thus, q ⩽ max{g(α), |Xα\X∅|}
and so ∅ ⩽ α again. Hence, ∅ is the the minimum
element under ⩽.

To prove (b), we suppose that |X | = p > q and
let α ∈ PS(X , Y, q). Then, |dom α| = p. We choose
a ∈ dom α and define β ∈ PS(X , Y, q) by dom β =
dom α\{a} and xβ = xα for all x ∈ dom α\{a}. Then,
Xβ ⊆ Xα ⊆ Y and d(β) = d(α) + 1 = q, whence β ∈
PS(X , Y, q). We also see that β ⊂ α, so PS(X , Y, q) has
no the minimum element under ⊆. As the relation
⩽ implies ⊆ on PS(X , Y, q), it can be verified that
PS(X , Y, q) has no the minimum element under⩽, and
the proof is complete. 2

Theorem 10 Let α ∈ PS(X , Y, q). Then, α is a maximal
element in PS(X , Y, q) with respect to ⩽ if and only if

g(α)< q or Xα= Y or dom α ⊈ Y.

Proof : For the first part, we will prove the contrapos-
itive version. Suppose that g(α) ⩾ q, Xα ⊊ Y and
dom α ⊆ Y . We choose a ∈ X\dom α, b ∈ Y \Xα and
define β : dom α∪{a} → Y by

xβ =

�

xα if x ∈ dom α,
b if x = a.

It is clear that Xβ ⊆ Y and d(β) = d(α) − 1 = q,
whence β ∈ PS(X , Y, q). In addition, α⊂ β and g(β) =
g(α)− 1 ⩾ q, so q ⩽ max{g(β), |Xβ\Xα|}. Then, by
Theorem 7, α< β . Hence, α is not a maximal element.

To prove the converse, assume that the conditions
hold and suppose α ⩽ β , where β ∈ PS(X , Y, q). We
aim to show that α = β . Since α ⩽ β , we have α ⊆
β and so dom α ⊆ dom β . It follows that X\dom α =
(X\dom β) ∪̇ (dom β\dom α). Therefore,

g(α) = g(β)+|dom β\dom α|= g(β)+|Xβ\Xα|. (4)

If g(α)< q, then the sum on the right of (4) is also less
than q, whence max{g(β), |Xβ\Xα|}< q. Thus, asα⩽
β , we can deduce from Theorem 7 that it is possible
only when α = β . Similarly, if dom α ⊈ Y , then α =
β by Theorem 7 again. Finally, by using the fact that
α⊆ β , if Xα= Y , then Y = Xα⊆ Xβ ⊆ Y and so Xα=
Xβ , whence α = β . In all cases, we deduce that α is
maximal under ⩽. This completes the proof. 2

In order to describe all minimal elements in
PS(X , Y, q), we need the following lemma.

Lemma 3 Suppose that |X |= q. Let α ∈ PS(X , Y, q) be
such that α ̸= ∅. If α is a minimal element with respect
to ⩽ in PS(X , Y, q), then either dom α ⊆ Y or dom α ⊆
X\Y .

Proof : Let α be a non-zero minimal element under⩽ in
PS(X , Y, q) and suppose that dom α⊈ X\Y , so dom α∩
Y ̸=∅. First, if |dom α∩Y |= q, then we write dom α∩
Y = A ∪̇ B, where |A|= |B|= q. Let γ= α|A, clearly∅ ̸=
γ ⊂ α, Xγ ⊆ Xα ⊆ Y and d(γ) = d(α) + |Xα\Aα| = q,
whence γ ∈ PS(X , Y, q). Since B ⊆ dom α\dom γ, we
obtain that |Xα\Xγ| = |dom α\dom γ| = q, and thus
max{g(α), |Xα\Xγ|} = q. In addition, as dom γ = A⊆
Y , then ∅ ̸= γ < α by Theorem 7, this contradicts the
minimality of α. Therefore, |dom α∩ Y |< q. Next, let
β = α|dom α∩Y . It is clear that ∅ ̸= β ⊆ α, dom β =
dom α ∩ Y ⊆ Y , Xβ = Yα ⊆ Xα ⊆ Y and d(β) =
d(α) + |Xα\Yα| = q, whence β ∈ PS(X , Y, q). Now, if
g(α) = q, then max{g(α), |Xα\Xβ |} = q. In this case,
Theorem 7 implies ∅ ̸= β ⩽ α, and so α= β since α is
minimal. It follows that dom α = dom α∩ Y , whence
dom α ⊆ Y . Otherwise, if g(α) < q, then |dom α| = q.
As dom α is a disjoint union of dom α ∩ (X\Y ) and
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dom α∩ Y , and we have shown that |dom α∩ Y | < q,
hence, |dom α∩(X\Y )|= q. Consequently, |Xα\Xβ |=
|dom α\dom β |= |dom α∩ (X\Y )|= q, which implies
that max{g(α), |Xα\Xβ |} = q. By Theorem 7 again,
we have ∅ ̸= β ⩽ α, so the result that dom α ⊆ Y can
be derived like before. 2

The next result characterizes all the minimal ele-
ments under ⩽ in PS(X , Y, q).

Theorem 11 Let α ∈ PS(X , Y, q). Then the following
statements hold.
(a) If |X |= q, thenα is a non-zero minimal element with

respect to⩽ in PS(X , Y, q) if and only if |dom α|= 1
or dom α ⊆ X\Y .

(b) If |X |> q, then PS(X , Y, q) has no minimal element
with respect to ⩽.

Proof : To show (a), suppose that |X | = q and let α be
a non-zero minimal element under ⩽. By Lemma 3,
either dom α ⊆ Y or dom α ⊆ X\Y . If the latter holds,
then the proof is complete. So, we suppose dom α ⊆
Y . In this case, if |dom α| > 1, then we choose a ∈

dom α and let θ =
�

a
aα

�

. It can be verified that θ ∈

PS(X , Y, q) and, as |dom α|> 1, we have ∅ ̸= θ ⊂ α. If
q ⩽ g(α), then q ⩽max{g(α), |Xα\Xθ |}. On the other
hand, if g(α) < q, then |Xα| = q and so |Xα\Xθ | =
|Xα\{aα}| = q. Thus, q ⩽max{g(α), |Xα\Xθ |} again.
Then, in both cases, ∅ ̸= θ < α by Theorem 7,
which contradicts to the minimality of α. Therefore,
|dom α|= 1.

Conversely, suppose the conditions hold and let
β ∈ PS(X , Y, q) be such that∅ ̸= β ⩽ α. Then,∅ ̸= β ⊆
α and so 0 < |dom β | ⩽ |dom α|. If |dom α| = 1 then
|dom β |= 1, whence dom α= dom β and so α= β . If
dom α ⊆ X\Y , then dom β ⊆ dom α ⊆ X\Y . As β ⩽ α,
we obtain that α= β by Theorem 7. In both cases, we
deduce that α is non-zero minimal under ⩽.

In order to prove (b), suppose that |X |= p > q. In
this case, for anyα∈ PS(X , Y, q), we see that |dom α|=
p. As dom α = (dom α∩ Y ) ∪̇ (dom α∩ (X\Y ), where
|dom α∩ (X\Y )| ⩽ |X\Y | ⩽ q < p, we have |dom α∩
Y | = p. We may write dom α ∩ Y = A ∪̇ B, where
|A| = p, |B| = q. Let γ = α|A, we have γ ⊂ α, dom γ ⊆
Y , Xγ ⊆ Xα ⊆ Y and d(γ) = d(α) + |Bα|+ |Cα| = q,
where C = dom α ∩ (X\Y ), whence γ ∈ PS(X , Y, q).
Moreover, |Xα\Xγ| = |Xα\Aα| = |Bα| + |Cα| = q, so
q ⩽ max{g(α), |Xα\Xγ|}. Then by Theorem 7, γ < α,
which means α is not a minimal element. 2

Next, we examine the compatibility of the natural
partial order on PS(X , Y, q). To do this, we first recall
from [3, p. 104] that, the containment order ⊆ is both
left and right compatible on P(X ), in other words, if
α ⊆ β , then γα ⊆ γβ and αγ ⊆ βγ for all α,β ,γ ∈
P(X ). Therefore, it is also left and right compatible
on PS(X , Y, q) since PS(X , Y, q) is contained in P(X ).

Theorem 12 The natural partial order is right compat-
ible on PS(X , Y, q).

Proof : Let α,β ,γ ∈ PS(X , Y, q) be such that α ⩽ β .
Clearly, if α = β , then αγ = βγ, whence αγ ⩽ βγ.
Similarly, if Xα ∩ dom γ = ∅ , then αγ = ∅ ⩽ βγ
(this occurs only when |X | = q). In both cases, γ
is a right compatible element in PS(X , Y, q). Now,
we suppose that α ̸= β and Xα ∩ dom γ ̸= ∅. Then
by Theorem 7, we have α ⊆ β , dom α ⊆ Y and
q ⩽ max{g(β), |Xβ\Xα|}. If (Xβ\Xα) ∩ dom γ = ∅,
then, as α ⊆ β , we have αγ = βγ, whence γ is right
compatible. Now, we assume (Xβ\Xα)∩ dom γ ̸= ∅.
Since ⊆ is right compatible on PS(X , Y, q), we have
αγ ⊆ βγ. Moreover, dom αγ ⊆ dom α ⊆ Y . To verify
that αγ ⩽ βγ, by Theorem 7, it remains to prove that
q ⩽max{g(βγ), |Xβγ\Xαγ|}. We consider two cases.

Case 1: q ⩽ g(β). Since dom βγ ⊆ dom β ,
we get that q ⩽ g(β) ⩽ g(βγ). Therefore, q ⩽
max{g(βγ), |Xβγ\Xαγ|} as required.

Case 2: g(β) < q. In this case, the
condition q ⩽ max{g(β), |Xβ\Xα|} implies
q ⩽ max{g(β), |Xβ\Xα|} = |Xβ\Xα| ⩽ |X\Xα| = q,
whence |Xβ\Xα|= q. Next, since

Xβ\Xα= ((Xβ\Xα)\dom γ) ∪̇ ((Xβ\Xα)∩dom γ), (5)

we have that at least one set on the right of (5)
has cardinality q. If |(Xβ\Xα)\dom γ| = q, as
(Xβ\Xα)\dom γ ⊆ Xβ\dom γ, then

q ⩽ |Xβ\dom γ|= |(Xβ\dom γ)β−1|
= |dom β\dom βγ|⩽ |X\dom βγ|= g(βγ),

which implies that q ⩽max{g(βγ), |Xβγ\Xαγ|}. Oth-
erwise, if |(Xβ\Xα) ∩ dom γ| = q, then we have
|Xβγ\Xαγ|= |((Xβ\Xα)∩dom γ)γ|= q and so again
we obtain q ⩽max{g(βγ), |Xβγ\Xαγ|}.

Hence, by Theorem 7 we deduce that αγ ⩽ βγ.
Therefore, γ is right compatible as required. 2

Theorem 13 Let α ∈ PS(X , Y, q). Then, α is left com-
patible with respect to ⩽ if and only if |dom α| = 1 or
(q ⩽ g(α) and dom α ⊆ Y ).

Proof : Suppose that α is left compatible under ⩽ and
|dom α| ̸= 1. If |dom α| = 0, then α = ∅, and this
situation arises only when |X | = q. So g(α) = |X | = q
and dom α = ∅ ⊆ Y . On the other hand, suppose
|dom α|> 1. For any x ∈ dom α, we suppose xα= y ∈
Y and notice that dom α =

⋃

x∈dom α dom α\{x}. We
define γ= idXα\{y} and µ= idXα, then γ ⊂ µ, dom γ ⊆
Y , Xγ, Xµ⊆ Y , d(γ) = d(α)+1= q and g(µ) = d(µ) =
d(α) = q, whence γ,µ ∈ PS(X , Y, q). Since g(µ) = q,
we have q⩽max{g(µ), |Xµ\Xγ|}. Then by Theorem 7,
γ ⩽ µ. By the assumption that α is left compatible,
we have αγ ⩽ αµ. We also see that αγ ̸= αµ = α,
then by Theorem 7 again, we get the following three
conditions:

αγ ⊆ αµ, dom αγ ⊆ Y

and q ⩽max{g(αµ), |Xαµ\Xαγ|}. (6)
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Since |Xαµ\Xαγ| = |{y}| = 1, we obtain by the last
condition of (6) that q ⩽ g(αµ) = g(α). Moreover,
the second condition of (6) implies dom α\{x} =
dom αγ ⊆ Y , whence dom α =

⋃

x∈dom α dom α\{x} ⊆
Y as required.

Conversely, suppose that the conditions hold and
let α,γ,µ ∈ PS(X , Y, q) be such that γ⩽ µ, then γ ⊆ µ.
First, assume that |dom α|= 1, where dom α= {x}. If
xα /∈ dom γ, then αγ = ∅ ⩽ αµ. Otherwise, if xα ∈
dom γ, then, as γ ⊆ µ, we have (xα)γ= (xα)µ, where
dom αγ= {x}= dom αµ, whenceαγ=αµ. Therefore,
α is left compatible. Finally, we assume that q ⩽ g(α)
and dom α ⊆ Y . Then, dom αγ ⊆ dom α ⊆ Y and q ⩽
g(α)⩽ g(αµ), so q⩽max{g(αµ), |Xαµ\Xαγ|}. As γ⊆
µ and PS(X , Y, q) is left compatible under ⊆, we have
that αγ⊆ αµ. By Theorem 7, we deduce that αγ⩽ αµ.
In all cases, we have shown that α is left compatible
with respect to ⩽, and the proof is complete. 2

Next, we consider the existence of the meet (or
the greatest lower bound) and the join (or the least
upper bound) under the natural partial order for any
subset {α,β} of PS(X , Y, q). We let α ∧ β and α ∨ β
denote the meet and the join of {α,β} respectively.
We also note that, when α and β are comparable,
the meet and the join always exists, that is, if α ⩽ β ,
then α ∧ β = α and α ∨ β = β . Therefore, in what
follows we suppose that α and β are incomparable
under ⩽. For α,β ∈ PS(X , Y, q), we let E(α,β) = {x ∈
dom α∩ dom β : xα = xβ} and, for convenience, we
will denote E(α,β) by E. It is also clear that α|E = β |E .

Lemma 4 Let α,β ∈ PS(X , Y, q) which are incompara-
ble with respect to ⩽. If γ ∈ PS(X , Y, q) is a lower bound
of {α,β}, then dom γ ⊆ E ∩ Y and γ ⊆ α|E∩Y = β |E∩Y .

Proof : Suppose that γ∈ PS(X , Y, q) is a lower bound of
{α,β} under ⩽. If γ=∅, then it is clear that dom γ=
∅ ⊆ E ∩ Y and γ ⊆ α|E∩Y = β |E∩Y . If γ ̸= ∅, then we
let x ∈ dom γ and recall that γ ⩽ α and γ ⩽ β imply
γ ⊆ α and γ ⊆ β . So ∅ ̸= dom γ ⊆ dom α∩dom β and
xα = xγ = xβ for all x ∈ dom γ, whence dom γ ⊆ E.
Moreover, since α and β are incomparable, we have
that α ̸= γ. Then, by Theorem 7, as γ ⩽ α, we have
dom γ ⊆ Y . Hence, dom γ ⊆ E ∩ Y and γ ⊆ α|E∩Y =
β |E∩Y as required. 2

Theorem 14 Suppose that |X | = q. Let α,β ∈
PS(X , Y, q) which are incomparable with respect to ⩽.
Then the following statements hold.
(a) If E ∩ Y =∅, then α∧β =∅.
(b) If E∩Y ̸=∅, then α∧β exists if and only if (g(α) = q

or g(β) = q) or |Xα\(E∩Y )α|= q= |Xβ\(E∩Y )β |.
In this case, α∧β = α|E∩Y = β |E∩Y ̸=∅.

Proof : To prove (a), suppose that E ∩ Y = ∅. Then by
Lemma 4, if γ⩽ α and γ⩽ β , then dom γ⊆ E∩Y =∅,
that is γ = ∅. Thus, the only lower bound of {α,β} is
∅, whence α∧β =∅.

To prove (b), we suppose that E ∩ Y ̸= ∅. Let
γ ∈ PS(X , Y, q) be such that α ∧ β = γ and suppose
g(α) < q and g(β) < q. Then |Xα| = q = |Xβ |. For

any x ∈ E∩Y , define λx =
�

x
xα

�

=
�

x
xβ

�

, then Xλx ⊆

Xα ⊆ Y , d(λx ) = |X\{xα}| = q, so λx ∈ PS(X , Y, q).
Moreover, λx ⊆ α, dom λx = {x} ⊆ Y and |Xα\Xλx |=
|Xα\{xα}| = q, so max{g(α), |Xα\Xλx |} = q. Then,
by Theorem 7, λx ⩽ α. Similarly, we can verify that
λx ⩽ β , whence λx is a lower bound under ⩽ of
{α,β}. By supposition that α∧β = γ, we have λx ⩽ γ,
which implies λx ⊆ γ and so {x} = dom λx ⊆ dom γ.
Therefore, E ∩ Y ⊆ dom γ. Consequently, Lemma 4
implies that dom γ = E ∩ Y and γ = α|E∩Y = β |E∩Y .
Since α and β are incomparable, we have that α ̸= γ,
and as γ ⩽ α, we obtain that max{g(α), |Xα\Xγ|} = q
by Theorem 7. Consequently, by the assumption that
g(α) < q, we have |Xα\(E ∩ Y )α| = |Xα\Xγ| = q.
Similarly, we may show that |Xβ\(E ∩ Y )β |= q.

Conversely, suppose that the conditions hold. We
claim that α∧β = α|E∩Y = β |E∩Y . For convenience, we
let γ= α|E∩Y = β |E∩Y . Clearly, Xγ= (E∩Y )α⊆ Y , and
since |X\Xγ| = |X\(E ∩ Y )α| ⩾ |X\Xα| = q, we have
|X\Xγ| = q, whence γ ∈ PS(X , Y, q). We also see that
γ ⊆ α, γ ⊆ β and dom γ ⊆ Y . Next, our goal is to show
that γ is a lower bound under ⩽ of {α,β}, and finally,
we will show that for any µ ∈ PS(X , Y, q) such that µ
is a lower bound under ⩽ of {α,β}, µ ⩽ γ. By the
assumptions, we have two possible cases.

Case 1: g(α) = q or g(β) = q. If both g(α) and
g(β) have the same cardinality q, then it is clear that
max{g(α), |Xα\Xγ|}= q=max{g(β), |Xβ\Xγ|}. Oth-
erwise, without loss of generality, we suppose g(α) = q
and g(β)< q, then we have max{g(α), |Xα\Xγ|}= q.
Next, we consider

X\dom α= (dom β\dom α)
∪̇ ((X\dom α)∩ (X\dom β)). (7)

As g(α) = q, we obtain that at least one term
on the right of (7) has carnality q. But we no-
tice that |(X\dom α)∩ (X\dom β)| ⩽ |X\dom β | < q,
so q = |dom β\dom α| ⩽ |dom β\(E ∩ Y )|, whence
|dom β\(E ∩ Y )| = q. Therefore, |Xβ\Xγ| =
|Xβ\(E ∩ Y )β | = |dom β\(E ∩ Y )| = q, which implies
max{g(β), |Xβ\Xγ|} = q. Then, by Theorem 7, γ is
a lower bound of {α,β} under ⩽. Let µ ∈ PS(X , Y, q)
with µ ⩽ α and µ ⩽ β . Then, Lemma 4 implies that
dom µ ⊆ E ∩ Y ⊆ Y and µ ⊆ α|E∩Y = γ. Since dom γ ⊆
dom α and dom γ ⊆ dom β , we have g(α) ⩽ g(γ)
and g(β) ⩽ g(γ). Consequently, by the assumption
g(α) = q or g(β) = q, we can deduce that g(γ) = q.
Hence, max{g(γ), |Xγ\Xµ|} = q. It follows that µ ⩽ γ
by Theorem 7 and so γ= α∧β .

Case 2: |Xα\(E∩Y )α|= q= |Xβ\(E∩Y )β |. In this
case, as Xγ= (E∩Y )α= (E∩Y )β , we have |Xα\Xγ|=
q= |Xβ\Xγ|which implies max{g(α), |Xα\Xγ|}= q=
max{g(β), |Xβ\Xγ|}. Then, by Theorem 7, γ is a lower
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bound of {α,β} under ⩽. Finally, let µ ∈ PS(X , Y, q)
with µ ⩽ α and µ ⩽ β . Again, by Lemma 4, we have
that dom µ ⊆ E ∩ Y ⊆ Y and µ ⊆ α|E∩Y = γ. Moreover,
by the assumption |Xα\(E ∩ Y )α| = q, we obtain that
q = |Xα\(E ∩ Y )α|= |dom α\(E ∩ Y )|⩽ |X\(E ∩ Y )|=
g(γ), whence max{g(γ), |Xγ\Xµ|} = q. Again, by
Theorem 7, µ⩽ γ and so α∧β = γ= α|E∩Y = β |E∩Y as
required. 2

Theorem 15 Suppose that |X | = p > q. Let α,β ∈
PS(X , Y, q) which are incomparable with respect to ⩽.
Then, α∧β exists if and only if the following conditions
hold.
(a) E ∩ Y ̸=∅.
(b) max{|Xα\(E ∩ Y )α|, |Xβ\(E ∩ Y )β |}⩽ q.
(c) q ⩽max{g(α), |Xα\(E ∩ Y )α|} and q⩽max{g(β),
|Xβ\(E ∩ Y )β |}.

In this case, α∧β = α|E∩Y = β |E∩Y .

Proof : Suppose that α∧β = γ, where γ ∈ PS(X , Y, q).
Since |X | > q, we have γ ̸= ∅. Then, by Lemma 4,
∅ ̸= dom γ ⊆ E ∩ Y , so (a) holds. Moreover, γ ⊆
α|E∩Y = β |E∩Y , which implies Xγ ⊆ (E ∩ Y )α ⊆ Xα. It
follows that q = |X\Xα|⩽ |X\(E∩Y )α|⩽ |X\Xγ|= q,
whence |X\(E ∩ Y )α| = q and so |Xα\(E ∩ Y )α| ⩽
|X\(E ∩ Y )α| = q. Similarly, as Xγ ⊆ (E ∩ Y )β ⊆ Xβ ,
we can verify that |Xβ\(E ∩ Y )β | ⩽ q. Therefore,
max{|Xα\(E ∩ Y )α|, |Xβ\(E ∩ Y )β |} ⩽ q, that is (b)
holds. Next, we will prove (c). As |X | = p > q and
|X\(E ∩ Y )α| = q, we have p = |(E ∩ Y )α| = |E ∩ Y |.
Then, we write E ∩ Y = A ∪̇ B ∪̇ C , where |A| = p
and |B| = |C | = q. Let λ = α|A∪B and µ = α|A∪C .
Then, Xλ ⊆ Xα ⊆ Y , Xµ ⊆ Xα ⊆ Y , d(λ) = |X\(E ∩
Y )α| + |Cα| = q and d(µ) = |X\(E ∩ Y )α| + |Bα| =
q, whence λ,µ ∈ PS(X , Y, q). It is also clear that
dom λ ⊆ Y, dom µ ⊆ Y , λ ⊆ α and µ ⊆ α. Moreover,
|Xα\Xλ| = |Xα\(E ∩ Y )α|+ |Cα| = q and |Xα\Xµ| =
|Xα\(E ∩ Y )α|+ |Bα|= q, so q ⩽max{g(α), |Xα\Xλ|}
and q⩽max{g(α), |Xα\Xµ|}. Then, by Theorem 7, we
have λ⩽ α and µ⩽ α. As (E∩Y )α= (E∩Y )β , we can
show that λ ⩽ β and µ ⩽ β in a similar way, so λ and
µ are lower bounds of {α,β}. By the supposition that
γ is the greatest lower bound under ⩽ of {α,β}, we
conclude that λ⩽ γ and µ⩽ γ, which imply λ ⊆ γ and
µ ⊆ γ. Then, E∩Y = dom λ∪dom µ ⊆ dom γ. Hence,
dom γ = E ∩ Y and so γ = α|E∩Y = β |E∩Y . We recall
that α and β are incomparable, so α ̸= γ ̸= β . Then,
γ < α and γ < β . Thus, Theorem 7 implies that, q ⩽
max{g(α), |Xα\Xγ|} and q ⩽ max{g(β), |Xβ\Xγ|}.
Consequently, as Xγ = (E ∩ Y )α = (E ∩ Y )β , we
obtain that q ⩽ max{g(α), |Xα\(E ∩ Y )α|} and q ⩽
max{g(β), |Xβ\(E ∩ Y )β |} as required.

For the converse, suppose that the conditions (a),
(b), and (c) hold. Take γ = α|E∩Y = β |E∩Y and let us
prove that α ∧ β = γ. It is clear that γ ⊆ α,γ ⊆ β ,
dom γ ⊆ Y and Xγ = (E ∩ Y )α = (E ∩ Y )β ⊆ Y . We
also see that

d(γ) = |X\(E ∩ Y )α|= |X\Xα|+ |Xα\(E ∩ Y )α|,

where |X\Xα| = q and from (b), |Xα\(E ∩ Y )α| ⩽ q,
so d(γ) = q, that is γ ∈ PS(X , Y, q). Next, we take
(E ∩ Y )α = (E ∩ Y )β = Xγ in (c), we get that q ⩽
max{g(α), |Xα\Xγ|} and q ⩽ max{g(β), |Xβ\Xγ|}.
So, by Theorem 7 we have γ⩽ α and γ⩽ β . Finally, let
µ∈ PS(X , Y, q) be a lower bound of {α,β} under⩽. We
aim to show that µ⩽ γ. As α and β are incomparable,
so α ̸= µ. Then, µ < α and by Theorem 7, we have
dom µ ⊆ Y . Moreover, Lemma 4 implies that µ ⊆
α|E∩Y = γ. Now, if g(γ) < q, then Theorem 10 implies
that γ is maximal. Then, as γ is a lower bound of
{α,β}, we have α = γ = β , which contradicts to our
assumption that α and β are incomparable. Thus,
q ⩽ g(γ) and hence q ⩽ max{g(γ), |Xγ\Xµ|}. Again,
by Theorem 7 we have µ ⩽ γ. Therefore, α∧β = γ =
α|E∩Y = β |E∩Y . This completes the proof. 2

In what follows, forα,β ∈ I(X ), we denote byα∪β
the mapping from dom α∪dom β to Xα∪ Xβ defined
by

x(α∪β) =







xα if x ∈ dom α\dom β ,
xβ if x ∈ dom β\dom α,
xα= xβ if x ∈ dom α∩dom β .

Clearly, α ∪ β is well defined if and only if dom α ∩
dom β =∅ or xα= xβ for all x ∈ dom α∩dom β , i.e.,
dom α∩dom β = E. In this case, α∪β is injective only
when the sets (dom α\dom β)α and (dom β\dom α)β
are disjoint.

Next, we give the existence of the least upper
bound for α,β ∈ PS(X , Y, q).

Theorem 16 Let α,β ∈ PS(X , Y, q)which are incompa-
rable with respect to ⩽. Then, α∨β exists if and only if
the following conditions hold.
(a) dom α∩dom β = E.
(b) (dom α\dom β)α∩ (dom β\dom α)β =∅.
(c) |X\(Xα∪ Xβ)|= q.
(d) q ⩽min{g(α), g(β)}, dom α ⊆ Y and dom β ⊆ Y .
(e) q⩽ |X\(dom α∪dom β)| or dom α∪dom β = X or

Xα∪ Xβ = Y .
In this case, α∨β = α∪β .

Proof : Suppose that α∨β = γ, where γ ∈ PS(X , Y, q).
Asα⩽ γ, β ⩽ γ andα and β are incomparable, we have
thatα is not maximal under⩽ (otherwiseα⩽ γ implies
α= γ and so β ⩽α, a contradiction). Similarly, β is not
maximal. Then, Theorem 10, implies that q ⩽ g(α),
q⩽ g(β), dom α⊆ Y and dom β ⊆ Y , that is (d) holds.
Moreover, by Theorem 7 we also have thatα⊆ γ,β ⊆ γ,
q⩽max{g(γ), |Xγ\Xα|} and q⩽max{g(γ), |Xγ\Xβ |}.
To show (a), it is clear that E ⊆ dom α∩ dom β . For
the equality, let x ∈ dom α∩ dom β . As α ⊆ γ,β ⊆ γ,
we have xα = xγ = xβ , which implies x ∈ E, whence
dom α∩dom β = E, that is (a) holds. We also see that
Xα∪ Xβ ⊆ Xγ, which implies

q = |X\Xγ|⩽ |X\(Xα∪ Xβ)|⩽ |X\Xα|= q,
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so |X\(Xα ∪ Xβ)| = q, and this proves (c). To show
(b), suppose for a contradiction that there exists y ∈
(dom α\dom β)α∩(dom β\dom α)β . Then xα= y =
zβ for some x ∈ dom α\dom β , z ∈ dom β\dom α. As
α ⊆ γ,β ⊆ γ, we have that xα = xγ and zβ = zγ,
so xγ = y = zγ. It follows that x = z since γ is
injective, a contradiction. Thus (dom α\dom β)α ∩
(dom β\dom α)β = ∅, and this proves (b). Next, we
define θ = α∪β . Then, Xθ = Xα∪Xβ ⊆ Y . Moreover,
the conditions (a) and (b) imply that θ is an injective
mapping, where the condition (c) implies d(θ ) = q,
whence θ ∈ PS(X , Y, q). Next, to prove (e) by con-
tradiction we first assume that g(θ ) = |X\(dom α ∪
dom β)| < q, dom α ∪ dom β ⊊ X and Xα ∪ Xβ ⊊ Y .
Let a ∈ X\(dom α∪dom β) and b ∈ Y \(Xα∪Xβ) and

define µa,b = θ∪
�

a
b

�

. Then, Xµa,b = Xθ∪{b} ⊆ Y and

d(µa,b) = d(θ )−1= q, whence µa,b ∈ PS(X , Y, q). It is
also clear that α ⊆ θ ⊆ µa,b and β ⊆ θ ⊆ µa,b. As α ⊆
θ , we have X\dom α= (X\dom θ ) ∪̇ (dom θ\dom α).
Therefore,

q ⩽ g(α) = |X\dom α|
= |X\dom θ |+ |dom θ\dom α|. (8)

As |X\dom θ | = |X\(dom α ∪ dom β)| < q, we ob-
tain from (8) that q ⩽ |dom θ\dom α| = |Xθ\Xα| =
|Xβ\Xα| ⩽ |X\Xα| = q, whence |Xβ\Xα| = q. Thus,
|Xµa,b\Xα| = |Xβ\Xα|+ |{b}| = q+ 1 = q. It follows
that q ⩽ max{g(µa,b), |Xµa,b\Xα|}, and then Theo-
rem 7 implies α ⩽ µa,b. Similarly, we can verify that
β ⩽ µa,b. Thus, as α ∨ β = γ, we get that γ ⩽ µa,b.
Since α ⊆ γ and β ⊆ γ, so dom θ = dom α∪ dom β ⊆
dom γ, whence g(γ) ⩽ g(θ ) < q, which implies that
γ is maximal by Theorem 10. Therefore, γ = µa,b,
which implies dom γ= dom µa,b and Xγ= Xµa,b for all
a ∈ X\(dom α∪ dom β) and b ∈ Y \(Xα∪ Xβ). Then,
X\(dom α∪dom β) ⊆ dom γ and Y \(Xα∪ Xβ) ⊆ Xγ.
As as α ⊆ γ and β ⊆ γ, we deduce that dom γ = X
and Xγ= Y . Since dom α ⊆ Y and dom β ⊆ Y , so q =
|X\Xγ|= |X\Y |⩽ |X\(dom α∪dom β)|= g(θ ), which
contradicts to our assumption |X\(dom α∪dom β)|<
q. Hence, (e) holds.

For the converse, suppose that all of the conditions
hold. Let γ = α∪ β , we aim to show that α∨ β = γ.
We see that the conditions (a) and (b) imply that γ is is
well defined injective mapping from dom α∪dom β to
Y . In addition, the condition (c) implies that d(γ) = q,
that is γ ∈ PS(X , Y, q). Firstly, we show that γ is an
upper bound of {α,β} under ⩽. It is clear that α ⊆ γ
and by the condition (d), we have that dom α ⊆ Y and
q ⩽ g(α), so

q ⩽ g(α) = |X\dom α|= |X\dom γ|+ |dom γ\dom α|
= |X\dom γ|+ |Xγ\Xα|. (9)

Thus, from (9), we get that q ⩽ |X\dom γ| or q ⩽
|Xγ\Xα|, whence q ⩽ max{g(γ), |Xγ\Xα|}. Then, by

Theorem 7, α⩽ γ. In a similar way, we can verify that
β ⩽ γ. So γ is an upper bound of {α,β}. Finally, let
µ ∈ PS(X , Y, q) be an upper bound under ⩽ of {α,β},
we aim to show that γ ⩽ µ. As α ⩽ µ and β ⩽ µ, we
have α ⊆ µ and β ⊆ µ. Then, γ = α∪ β ⊆ µ. By the
condition (e), we consider three cases.

Case 1: q⩽ |X\(dom α∪dom β)|. In this case, we
have that q ⩽ g(γ). Since γ ⊆ µ, we have that

q ⩽ g(γ) = |X\dom γ|= |X\dom µ|+ |Xµ\Xγ|. (10)

Then, from (10), q ⩽ |X\dom µ| or q ⩽ |Xµ\Xγ|,
that is, q ⩽ max{g(µ), |Xµ\Xγ|}. From (d), we have
dom γ = dom α∪ dom β ⊆ Y , whence γ ⩽ µ by Theo-
rem 7.

Case 2: dom α∪ dom β = X . As γ ⊆ µ, we have
X = dom α∪dom β = dom γ⊆ dom µ⊆ X . So dom γ=
dom µ, and hence γ= µ.

Case 3: Xα∪Xβ = Y . This case implies Y = Xα∪
Xβ = Xγ ⊆ Xµ ⊆ Y . So Xγ= Xµ. As γ ⊆ µ, we obtain
that γ= µ.

In all cases, we deduce that α∨β = γ = α∪β as
required. 2

Let (X ,⩽) be a partially ordered set. For any
distinct a, b ∈ X , we call a a lower cover of b if a < b
and there is no c ∈ S such that a < c < b. When
this occurs, b is called an upper cover of a. The
following result describes the existence of upper covers
and lower covers of elements in PS(X , Y, q).

Theorem 17 Let α,β ∈ PS(X , Y, q) be such that α <
β . Then, β is an upper cover of α if and only if
|dom β\dom α| = 1 or (dom β\dom α) ∩ Y = ∅. In
other words, in the event that this occurs, α is a lower
cover of β .

Proof : Suppose that α < β , where β is an upper
cover of α. We suppose that (dom β\dom α)∩ Y ̸=∅,
we aim to show that |dom β\dom α| = 1. Let a ∈

(dom β\dom α)∩ Y and define γ = α∪
�

a
aβ

�

. Then,

Xγ= Xα∪{aβ} ⊆ Y and d(γ) = d(α)−1= q, whence
γ ∈ PS(X , Y, q). As α < β , by Theorem 7 we have
dom α ⊆ Y , q ⩽ max{g(β), |Xβ\Xα|} and α ⊂ β . It
follows that dom α ⊂ dom β and so

|X\dom α|= |X\dom β |+ |dom β\dom α|
= |X\dom β |+ |Xβ\Xα|.

Clearly, α ⊂ γ ⊆ β , so dom α ⊂ dom γ and then
|X\dom α| = |X\dom γ|+ |Xγ\Xα|. Therefore, by the
last two equations, we obtain that

|X\dom β |+ |Xβ\Xα|= |X\dom γ|+ |Xγ\Xα|. (11)

Observe that the sum on the left of (11) is equal to
max{g(β), |Xβ\Xα|}, which has the carnality greater
than or equal to q. This implies that the sum on
the right of (11) which is max{g(γ), |Xγ\Xα|} has
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the same cardinality, whence q⩽max{g(γ), |Xγ\Xα|}.
Thus, by Theorem 7, α< γ. Next, we aim to show that
q ⩽max{g(β), |Xβ\Xγ|}. If q ⩽ g(β), then we obtain
q ⩽ max{g(β), |Xβ\Xγ|} as required. Otherwise, if
g(β) < q, then by Theorem 7, as α < β , we have
that q ⩽ max{g(β), |Xβ\Xα|} = |Xβ\Xα|. Therefore,
q ⩽ |Xβ\Xα| ⩽ |X\Xα| = q, whence |Xβ\Xα| = q.
Consequently,

|Xβ\Xγ|= |Xβ\(Xα∪{aβ})|
= |(Xβ\Xα)\{aβ}|= |Xβ\Xα|= q.

This again implies q ⩽ max{g(β), |Xβ\Xγ|}. Finally,
as dom γ = dom α∪ {a} ⊆ Y , then by Theorem 7 we
have that γ ⩽ β and so α < γ ⩽ β . By the assumption
that β is an upper cover of α, we deduce that γ = β .
Therefore, dom β = dom γ = dom α ∪ {a}. Hence,
|dom β\dom α|= |{a}|= 1 as required.

Conversely, suppose that the conditions hold and
there exists γ ∈ PS(X , Y, q) such that α < γ⩽ β . Then,
α ⊂ γ ⊆ β and so dom α ⊂ dom γ ⊆ dom β . It follows
that

dom β\dom α= (dom β\dom γ) ∪̇ (dom γ\dom α). (12)

If |dom β\dom α| = 1, then from (12), we obtain that
|dom β\dom γ| = 0 and |dom γ\dom α| = 1. This
implies dom γ = dom β , and thus γ = β . Oth-
erwise, in the case that (dom β\dom α) ∩ Y = ∅,
we have ∅ ̸= dom γ\dom α ⊆ dom β\dom α. So
(dom γ\dom α)∩Y ⊆ (dom β\dom α)∩Y =∅, whence
(dom γ\dom α) ∩ Y = ∅, and therefore, dom γ ⊈ Y .
Then, by Theorem 10, γ is maximal under ⩽. Conse-
quently, the assumption γ ⩽ β implies γ = β . In both
cases, we deduce that β is an upper cover of α, which
completes the proof. 2

The descriptions of maximum, minimum, maxi-
mal, minimal, compatible elements, a meet α∧β and
a join α ∨ β in PS(X , Y, q) presented in this section
generalize the corresponding results for PS(X , q) in
[9, Theorems 3.3, 4.1, 4.3, 4.6, and 4.7] and [10,
Theorems 6 and 10]. In special, by taking X = Y in
Theorem 17, we obtain descriptions for a lower cover
and an upper cover in PS(X , q), which surprisingly
were not characterized before. We observe that, if α <
β , then α ⊂ β and so dom β\dom α ̸= ∅. Therefore,
the condition (dom β\dom α) ∩ X = ∅ cannot occur.
Hence, the final result is an immediate consequence of
Theorem 17.

Corollary 2 Let α,β ∈ PS(X , q) be such that α <
β . Then, β is an upper cover of α if and only if
|dom β\dom α| = 1. In other words, in the event that
this occurs, α is a lower cover of β .
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