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ABSTRACT: We studied the stability of the alternative functional equation

∥ f (x − y)−2 f (x)+ f (x + y)∥∥ f (x − y)+ f (x + y)∥= 0 (*)

for all x , y ∈ G, where f : G→ B is a function from commutative group G to a real Banach space B, and found that if

∥ f (x − y)−2 f (x)+ f (x + y)∥⩽ δ or ∥ f (x − y)+ f (x + y)∥⩽ δ

for each x , y ∈ G, then there exists a solution f ∗ : G→ B of (*) such that ∥ f (x)− f ∗(x)∥⩽ 12δ. The general solution
of (*) was also achieved.
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INTRODUCTION

The topic of alternative functional equations has been
studied quite widely [1–4]. One of the alternative
equations recently studied is the equation of Jensen
type

f (x − y)−2 f (x)+ f (x + y) = 0 or

α f (x − y)+β f (x)+γ f (x + y) = 0
(1)

for some fixed real numbers α,β ,γ. This is an alterna-
tive equation of a form of Jensen’s equation

f (x − y)−2 f (x)+ f (x + y) = 0. (2)

It is well known that solutions of (2) are of the form
A(x)+ f (e), where A is an additive function.

Srisawat [5] has studied Hyers-Ulam stability
of (1) in almost every cases of α,β ,γ. The only cases
remained to be investigated are:

1. When β = 0 and α= γ ̸= 0.
2. When α= γ= β ̸= 0.
3. When β = α+γ.
The patterns of solutions for these cases were

given in [6]. Though those are general solutions only
on cyclic groups, they give us enough light to work with
stability problem.

This article will deal with the case where β = 0
and α,γ ̸= 0. For simplicity, we assume that α= γ= 1.
So we will study Hyers-Ulam stability of

f (x − y)−2 f (x)+ f (x + y) = 0 or

f (x − y)+ f (x + y) = 0,
(3)

that is, we will study the inequality

∥ f (x − y)−2 f (x)+ f (x + y)∥⩽ δ or

∥ f (x − y)+ f (x + y)∥⩽ δ
(4)

for all x , y ∈ G.

FRAMEWORK

From this point onwards, let (G,+) be a commutative
group, and let B be a real Banach space. We denote the
set of all positive integers and the set of all integers by
N and Z, respectively. For conciseness, we would also
like to devise some special notations.

For each f : G→ B and for any x , y ∈ G, denote

F (α)y (x) := f (x − y)−α f (x)+ f (x + y).

We will use linear combinations of these forms fre-
quently. For each x , y ∈ G, denote the statement

P (α)y (x) := ∥F (α)y (x)∥⩽ δ.

For convenience of our approach, we define two
more statements for each x , y ∈ G:

L (x , y) :=P (2)y (x −2y), P (0)y (x − y), P (0)y (x),

P (2)y (x + y), P (0)2y (x), and P (0)2y (x − y)

R(x , y) :=P (2)y (x +2y), P (0)y (x + y), P (0)y (x),

P (2)y (x − y), P (0)2y (x), and P (0)2y (x + y).
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As to the usage of these notations, we will prove
that one of these will be the pattern of alternatives
whenever ∥ f (x)∥ is large enough and P (0)y (x).

The following definition will be used to explain the
solutions of (3).

Definition 1 For a commutative group G, we call a
nonempty set H ⊆ G a G-convex set when given any
x ∈ H and y ∈ G, if there exists a positive integer k
such that x + k y ∈ H, then x + y ∈ H.

MAIN RESULTS

It is well known that a function f : G→ B satisfies (2)
if and only if A(x) := f (x)− f (e) is additive. The other
solutions of (3) are given in the following theorem.

Theorem 1 Let f : G → B satisfy (3). Suppose that f
does not satisfy (2) for some x , y ∈ G. Then f (G) =
{a,−a} for some a ∈ B\{0}. Furthermore, the sets
f −1{a} and f −1{−a} are both G-convex.

Conversely, if there exist G-convex sets H1 and H2
such that H1 ∪H2 = G and f (x) = − f (y) ̸= 0 for any
x ∈ H1 and y ∈ H2, then f satisfies (3) and not (2).

Theorem 1 can be obtained from Theorem 3 when
we let δ = 0, with only little work on a ̸= 0. Note
that the solution in the case when the range of f is
a uniquely divisible commutative group can be proved
analogously.

Due to the fact that (3) having two types of
solutions, we need a criterion to distinguish between
the types of approximate solutions when dealing with
the stability problem. For the solution problem, the
criterion “There exist x , y ∈ G such that F (2)y (x) ̸=
0” would be suffice to imply a non-Jensen solution.
Hence, it can be expected that the criteria “There exist
x , y ∈ G such that ∥F (2)y (x)∥ is large enough” would
imply an approximate non-Jensen solution. This will
be shown to be true.

Before proceeding to the stability of (3), we will
prove several propositions and lemmas to reveal some
patterns of this problem.

Proposition 1 Let f : G→ B satisfy (4), let a, b1, b2 ∈
G, and let α1,α2,α3 ∈ R such that ∥F (2)b1

(a)∥ ⩽ α1,

∥F (2)b1+b2
(a)∥⩽ α2, and ∥F (2)b1−b2

(a)∥⩽ α3. Suppose that

∥ f (a)∥ > α2+α3+2δ
4 . Then ∥F (2)b2

(a+ b1)∥ ⩽ 2α1 +α2 +
α3+δ.

Proof : Case 1: P (0)b2
(a− b1). Then

∥F (0)b2
(a+ b1)∥

= ∥4 f (a)+F (2)b1+b2
(a)+F (2)b1−b2

(a)−F (0)b2
(a− b1)∥

> (α2+α3+2δ)− (α2+α3+δ) = δ.

So ∥F (2)b2
(a+ b1)∥⩽ δ.

Case 2: P (2)b2
(a− b1). Then

∥F (2)b2
(a+ b1)∥

= ∥F (2)b1+b2
(a)−2F (2)b1

(a)+F (2)b1−b2
(a)−F (2)b2

(a− b1)∥

⩽ α2+2α1+α3+δ.

2

Proposition 2 Let α⩾ δ⩾ 0 and f : G→ B satisfy (4).
Suppose that x0, y0 ∈ G such that ∥F (2)y0

(x0)∥>α. Then

∥ f (x0)∥>
α−δ

2 .

Proof : Since ∥F (2)y0
(x0)∥ > α ⩾ δ, we have

∥F (0)y0
(x0)∥⩽ δ. Then

∥2 f (x0)∥⩾ ∥F (2)y0
(x0)∥−∥F (0)y0

(x0)∥> α−δ.

2

Proposition 3 Let δ ⩾ 0 and f : G → B satisfy (4).
Suppose that x0, y0, z0 ∈ G, α1,α2 ∈ [0,∞) and a real
number β ̸= 0 such that

∥ f (x0)∥>
δ+α1+α2

2|β |
, ∥ f (z0+ y0)−β f (x0)∥⩽ α1,

and ∥ f (z0− y0)−β f (x0)∥⩽ α2.

Then ∥F (0)y0
(z0)∥> δ (and hence ∥F (2)y0

(z0)∥⩽ δ).

Proof : Assume all the assumptions. Then

∥F (0)y0
(z0)∥= ∥2β f (x0)+ ( f (z0+ y0)−β f (x0))

+ ( f (z0− y0)−β f (x0))∥
⩾ ∥2β f (x0)∥− (∥ f (z0+ y0)−β f (x0)∥
+ ∥ f (z0− y0)−β f (x0)∥)> δ.

2

Due to the nature of these alternative equations,
we need to deal with any x , y ∈ G such that both
∥F (2)y (x)∥ and ∥F (0)y (x)∥ are bounded. For such a
case, we will think of ∥ f (x)∥ as "approximately zero".
Since the values of f at various points in G will later
be shown to be related to each other, we will be able
to exclude all such cases over the entirety of G as
long as ∥F (2)y0

(x0)∥ is large enough (which implies that
∥ f (x0)∥ is proportionally large) for some x0, y0 ∈ G.

Lemma 1 Let δ ⩾ 0 and f : G → B satisfy (4) for all
x , y ∈ G. Let a, b ∈ G. Then at least one of the following
holds.
(i)




F (2)b (a)




⩽ 8δ,
(ii) L (a, b),
(iii) R(a, b).
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Proof : Suppose that (ii) and (iii) are not true. We will
only consider the case where P (0)b (a).

Case 1: P (0)b (a− b) andP (2)b (a+ b). Consider the
following equations.







F (2)b (a)







=









1
3
F (2)b (a−2b)+0F (0)b (a− b)+0F (0)b (a)

−
2
3
F (2)b (a+ b)−

1
3
F (2)2b (a− b)+

2
3
F (2)2b (a)
















F (2)b (a)







=







1F (2)b (a−2b)+0F (0)b (a− b)−2F (0)b (a)

−2F (2)b (a+ b)−1F (2)2b (a− b)+2F (0)2b (a)
















F (2)b (a)







=







1F (2)b (a−2b)+1F (0)b (a− b)+0F (0)b (a)

−F (2)b (a+ b)−F (0)2b (a− b)+F (2)2b (a)
















F (2)b (a)







=









1
4
F (0)b (a−2b)−

1
2
F (0)b (a− b)+

1
4
F (0)b (a)

−
1
2
F (2)b (a+ b)−

1
4
F (2)2b (a− b)+

1
2
F (2)2b (a)
















F (2)b (a)







=









1
2
F (0)b (a−2b)−

1
2
F (0)b (a− b)+

1
2
F (0)b (a)

−
1
2
F (2)b (a+ b)−

1
2
F (0)2b (a− b)+

1
2
F (2)2b (a)
















F (2)b (a)







=









1
2
F (0)b (a−2b)−1F (0)b (a− b)−

1
2
F (0)b (a)

−F (2)b (a+ b)−
1
2
F (2)2b (a− b)+1F (0)2b (a)

















F (2)b (a)







=







1F (0)b (a−2b)−1F (0)b (a− b)+0F (0)b (a)

−F (2)b (a+ b)−F (0)2b (a− b)+1F (0)2b (a)







.

Substitute (x , y) in (4) by (a− 2b, b), (a− b, 2b), and
(a, 2b). Whatever the alternatives for those cases are
(our assumption here exclude the case where all these
alternatives satisfy (ii)), together with P (0)b (a − b),
P (0)b (a), and P (2)b (a + b), at least one of the above

equations can be used to bound ∥F (2)b (a)∥ with the
triangle inequality. In any case, we have

∥F (2)b (a)∥⩽ 8δ.

Case 2: P (2)b (a− b) and P (0)b (a+ b). This case is
analogous to Case 1 and gives the same result.

Case 3: Other alternatives for (x , y) ∈ {(a −
b, b), (a+b, b)}. Then we can use one of the following.







F (2)b (a)









=







−
1
2
F (2)b (a−b)+0F (0)b (a)−

1
2
F (2)b (a+b)+

1
2
F (2)2b (a)
















F (2)b (a)









=







−F (2)b (a− b)−F (0)b (a)−F
(2)
b (a+ b)+F (0)2b (a)

















F (2)b (a)









=







−
1
2
F (0)b (a− b)+F (0)b (a)−

1
2
F (0)b (a+ b)+

1
2
F (2)2b (a)
















F (2)b (a)









=







−F (0)b (a− b)+F (0)b (a)−F
(0)
b (a+ b)+F (0)2b (a)








.

Hence
∥F (2)b (a)∥⩽ 4δ.

In conclusion, we have ∥F (2)b (a)∥⩽ 8δ. 2

Now we will investigate the patterns of the alter-
natives.

Lemma 2 Let δ⩾ 0 and f : G→ B satisfy (4). If a, b ∈
G satisfy L (a, b), then

∥ f (a−2b)+ f (a)∥⩽ δ,

∥ f (a− b)+ f (a)∥⩽
5
2
δ,

∥ f (a+ b)− f (a)∥⩽
3
2
δ,

and ∥ f (a+2b)− f (a)∥⩽ 2δ.

Proof : The result follows from

∥ f (a−2b)+ f (a)∥= ∥F (0)b (a− b)∥⩽ δ,

∥ f (a+2b)− f (a)∥

= ∥F (0)2y (a)− ( f (a−2b)+ f (a))∥⩽ 2δ,

∥ f (a+ b)− f (a)∥

=
1
2
∥ ( f (a)− f (a+2b))+F (2)b (a+ b)∥⩽

3
2
δ,

∥ f (a− b)+ f (a)∥

= ∥F (0)b (a)− ( f (a+ b)− f (a))∥⩽
5
2
δ.

2

Lemma 3 follows from Lemma 2 and the fact that
R(x , y) is the same as L (x ,−y).

Lemma 3 Let δ⩾ 0 and f : G→ B satisfy (4). If a, b ∈
G such that R(a, b), then

∥ f (a+2b)+ f (a)∥⩽ δ, (5)

∥ f (a+ b)+ f (a)∥⩽
5
2
δ, (6)

∥ f (a− b)− f (a)∥⩽
3
2
δ, (7)

and ∥ f (a−2b)− f (a)∥⩽ 2δ. (8)
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Now we will establish a relation between points
in parts of G. We start with the point x0 ∈ G which
exists y0 ∈ G such that ∥F (2)y0

(x0)∥ is large enough.
Such point x0 will be considered as the central point
of our analysis.

Lemma 4 Let δ ⩾ 0 and f : G → B satisfy (4). Let
x0, y0 ∈ G such that ∥F (2)y0

(x0)∥ > δ. Then at least one
of the following holds.
(i) ∥2 f (x0)∥⩽ 9δ.
(ii) L (x0, 2n y0) for all n ∈ N∪{0}.
(iii) R(x0, 2n y0) for all n ∈ N∪{0}.

Proof : According to Lemma 1, we consider three cases.
Case 1: ∥F (2)y0

(x0)∥⩽ 8δ. Then

∥2 f (x0)∥= ∥F (0)y0
(x0)−F (2)y0

(x0)∥⩽ 9δ.

Case 2: L (x0, y0). Suppose that the result (ii)
of this lemma does not hold and let k be the smallest
positive integer such that L (x0, 2k y0) does not hold.
We apply Lemma 1 with (a, b) replaced by (x0, 2k y0).

Case 2.1: ∥F (2)2k y0
(x0)∥⩽ 8δ. Since L (x0, 2k−1 y0),

we have P (0)2k y0
(x0). So

∥2 f (x0)∥= ∥F
(0)
2k y0
(x0)−F

(2)
2k y0
(x0)∥⩽ δ+8δ = 9δ.

Case 2.2: R(x0, 2k y0). Since L (x0, 2k−1 y0), ac-
cording to Lemma 2 and Lemma 3, we have

∥2 f (x0)∥

=






�

f (x0−2k y0)+ f (x0)
�

−
�

f (x0−2k y0)− f (x0)
�





⩽ δ+
3
2
=

5
2
δ.

So, for Case 2, either (i) or (ii) holds.
Case 3: R(x0, y0). This case is analogous to Case

2. So either (i) or (iii) holds. 2

Lemma 5 Let f : G → B satisfy (4). Suppose that
x0, y0 ∈ G such that ∥2 f (x0)∥ > 4δ and L (x0, 2n y0)
for all n ∈ N∪{0}. Then

∥ f (x0+ ny0)− f (x0)∥

⩽
�

δ; n= 2k for some k ∈ N∪{0},
2δ; n is one of other positive integers

and ∥ f (x0− ny0)+ f (x0)∥

⩽
�

δ; n= 2k for some k ∈ N,
2δ; n is one of other positive integers.

Proof : With Lemma 2, we have

∥ f (x0−2k y0)+ f (x0)∥⩽ δ for all k > 0 (9)

and ∥ f (x0+2k y0)− f (x0)∥⩽
3
2
δ for all k ⩾ 0.

Observe that, for each nonnegative integer k,





 f (x0 +2k y0)− f (x0)






=
�

�

�

1
2

�

f (x0 +2k+1 y0)− f (x0)
�

−
1
2
F (2)

2k y0
(x0 +2k y0)









=









1
4

�

f (x0 +2k+2 y0)− f (x0)
�

−
1
4
F (2)

2k+1 y0
(x0 +2k+1 y0)

−
1
2
F (2)

2k y0
(x0 +2k y0)









...

=













1
2n

�

f (x0+2k+n y0)− f (x0)
�

−
n−1
∑

i=0

1
2i+1
F (2)

2k+i (x0+2k+i y0)













⩽
3

2n+1
δ+

n−1
∑

i=0

1
2i+1
δ

for any n ∈ Z. So

∥ f (x0+2k y0)−f (x0)∥⩽ lim
n→∞

� 3
2n+1
δ+

n−1
∑

i=0

1
2i+1
δ
�

= δ (10)

for every k ∈ N∪{0}. We also have

∥ f (x0− y0)+ f (x0)∥

= ∥F (0)y0
(x0)− ( f (x0+ y0)− f (x0))∥⩽ 2δ. (11)

Let u : N → N be defined by, u(n) := the number of
nonzero digits in the binary representation of n. We
will show that

∥ f (x0+ ny0)− f (x0)∥⩽ 2δ (12)

for any positive integer n by induction on the value of
u(n).

For u(n) = 1, the result follows from (10). Sup-
pose that u(m) > 1 and (12) is true whenever u(n) <
u(m). Let k be the largest positive integer such that
2k ⩽ m. Then u(2m−2k+1) = u(m−2k) = u(m)−1.

With the fact that ∥ f
�

x0+(2m−2k+1)y0

�

−
f (x0)∥ ⩽ 2δ, ∥ f (x0 + 2k+1 y0) − f (x0)∥ ⩽ δ,
and ∥2 f (x0)∥ > 4δ. Proposition 3 implies that
∥F (2)(2k+1−m)y0

(x0+my0)∥⩽ δ. So

∥2 f (x0+my0)−2 f (x0)∥

⩽




 f (x0+(2m−2k+1)y0)− f (x0)






+




 f (x0+2k+1 y0)− f (x0)






+







F (2)(2k+1−m)y0
(x0+my0)









⩽ 2δ+δ+δ.

So ∥ f (x0+ ny0)− f (x0)∥⩽ 2δ for all n ∈ N.
In an analogous manner, we will show that

∥ f (x0− ny0)+ f (x0)∥⩽ 2δ (13)
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for every positive integer n.
The case u(n) = 1 has already been done ((9) and

(11)). Let a positive integer m be such that u(m) > 1
and (13) is true whenever u(n) < u(m). Let k be the
largest positive integer such that 2k ⩽ m.

Since u(2m−2k+1) = u(m−2k) = u(m)−1, we have

∥ f (x0− (2m−2k+1)y0)+ f (x0)∥⩽ 2δ.

This, together with ∥ f (x0 − 2k+1 y0) + f (x0)∥ ⩽
δ, ∥2 f (x0)∥ > 4δ, and Proposition 3, we got
∥F (2)(2k+1−m)y0

(x0−my0)∥⩽ δ. So

∥2 f (x0−my0)+2 f (x0)∥

⩽ ∥ f (x0−2k+1 y0)+ f (x0)∥

+




 f (x0− (2m−2k+1)y0)+ f (x0)






+ ∥F (2)(2k+1−m)y0
(x0−my0)∥

⩽ δ+2δ+δ.

So ∥ f (x0− ny0)+ f (x0)∥⩽ 2δ for any n ∈ N. 2

In Lemma 5, we obtained the pattern for stability
problem on parts of G. Next, we will expand the result
to entirety of G.

Lemma 6 Let f : G→ B satisfy (4) and x0, z0 ∈ G such
that ∥2 f (x0)∥ > 6δ. Suppose that P (2)z0

(x0) and there

exists an integer n > 1 such that ∥F (2)nz0
(x0)∥ > δ. Then

∥ f (x0+ z0)− f (x0)∥⩽ 3δ.

Proof : We can assume that n is the smallest posi-
tive integer such that ∥F (2)nz0

(x0)∥ > δ. We consider
the alternatives in (4) when substituting (x , y) with
(x0+ z0, (n−1)z0) and (x0− z0, (n−1)z0) we have the
following cases.

Case 1: BothP (0)(n−1)z0
(x0+z0) andP (0)(n−1)z0

(x0−z0),

or both P (2)(n−1)z0
(x0 + z0) and P (2)(n−1)z0

(x0 − z0). Then
consider these equations.

∥2 f (x0)∥= ∥F (0)nz0
(x0)−2F (2)z0

(x0)+F
(2)
(n−2)z0

(x0)

−F (2)(n−1)z0
(x + y0)−F

(2)
(n−1)z0

(x − z0)∥

∥2 f (x0)∥= ∥−F (0)nz0
(x0)−F

(2)
(n−2)z0

(x0)

+F (0)(n−1)z0
(x + z0)+F

(0)
(n−1)z0

(x − z0)∥.

Whatever the alternatives are, we have ∥2 f (x0)∥⩽ 6δ,
a contradiction.

Case 2: P (2)(n−1)z0
(x0 + z0) and P (0)(n−1)z0

(x0 − z0).
Then

∥2 f (x0)−2 f (x0+ z0)∥= ∥−F (0)nz0
(x0)−F

(2)
(n−2)z0

(x0)

+F (2)(n−1)z0
(x + z0)+F

(0)
(n−1)z0

(x − z0)∥⩽ 4δ.

Case 3: P (0)(n−1)z0
(x0 + z0) and P (2)(n−1)z0

(x0 − z0).
Then

∥2 f (x0)−2 f (x0+ z0)∥= ∥F (0)nz0
(x0)−2F (2)z0

(x0)

+F (2)(n−2)z0
(x0)−F

(0)
(n−1)z0

(x+z0)−F
(2)
(n−1)z0

(x−z0)∥⩽ 6δ.

2

Lemma 7 Let f : G→ B satisfy (4), x0, z0 ∈ G such that
∥2 f (x0)∥> 9δ and ∥F (2)z0

(x)∥>δ. Then at least one of
the following holds.
(i) ∥ f (x0+ z0)− f (x0)∥⩽ δ,
(ii) ∥ f (x0+ z0)+ f (x0)∥⩽ 2δ.

Proof : With Lemma 4, we consider 2 cases.
Case 1: L (x0, 2kz0) for all nonnegative integers

k. Then Lemma 5 yields ∥ f (x0+ z0)− f (x0)∥⩽ δ.
Case 2: R(x0, 2kz0) (which means

L (x0, 2k(−z0))) for all nonnegative integers
k. Then, with Lemma 5 again, we have
∥ f (x0+ z0)+ f (x0)∥⩽ 2δ. 2

Lemma 8 Let f : G→ B satisfy (4), x0, y0, z0 ∈ G such
that ∥F (2)y0

(x0)∥ > δ, ∥2 f (x0)∥ > 9δ, P (2)z0
(x), and

P (2)2z0
(x). Then at least one of the following holds.

(i) ∥ f (x0+2z0)∥⩽
5
2δ,

(ii) ∥ f (x0+2z0)+ f (x0)∥⩽ 2δ,
(iii) ∥ f (x0+2z0)− f (x0)∥⩽ 2δ.

Proof : With P (0)y0
(x0), we have ∥F (2)y0

(x0)∥ ⩾ ∥ −
2 f (x0) +F (0)y0

(x0)∥ > 8δ. With Lemma 1 and, with-
out loss of generality, we can assume that L (x0, y0).
Lemma 4 and Lemma 5 yield ∥ f (x0+2y0)− f (x0)∥⩽ δ
and ∥ f (x0−2y0)+ f (x0)∥⩽ δ.

Case 1: P (0)z0−y0
(x + y0+ z0). Then

∥ f (x0+2z0)+ f (x0)∥

= ∥F (0)z0−y0
(x + y0+ z0)− ( f (x0+2y0)− f (x0))∥⩽ 2δ.

Case 2: P (0)z0+y0
(x − y0+ z0). Then

∥ f (x0+2z0)− f (x0)∥

= ∥F (0)z0+y0
(x − y0+ z0)− ( f (x0−2y0)+ f (x0))∥⩽ 2δ.

Case 3: P (2)z0−y0
(x+ y0+z0) andP (2)z0+y0

(x− y0+z0).
Then

∥2 f (x0+2z0)−2λ f (x0+ z0)∥

= ∥F (2)z0−y0
(x + y0+ z0)+F

(2)
z0+y0

(x − y0+ z0)

−F (0)2y0
(x0)+2F (λ)y0

(x0+ z0)∥⩽ 5δ
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for some λ ∈ {0, 2}. If λ= 0 is applicable then ∥ f (x0+
2z0)∥⩽

5
2δ. On the other hand, if P (2)y0

(x0+ z0) then

∥2F (2)z0
(x0 + z0)∥

= ∥2 f (x0)+ (2 f (x0 +2z0)−4 f (x0 + z0))∥
> 9δ−5δ > 2δ.

soP (0)z0
(x0+z0), that is, ∥ f (x0+2z0)+ f (x0)∥⩽ δ. 2

Theorem 2 Let f : G → B satisfy (4). Also let
x0, y0, z0 ∈ G such that ∥F (2)y0

(x0)∥>δ, ∥2 f (x0)∥> 9δ,

and P (2)kz0
(x0) for all positive integers k. Then ∥ f (x0 +

kz0)− f (x0)∥⩽ 5δ for all integers k.

Proof : Proposition 1 implies that ∥F (2)k2z0
(x0+ k1z0)∥⩽

5δ for all integers k1, k2. Define G : Z→ B by g(k) =
f (x0+ k y0) for all integers k. Then we have

∥g(k1− k2)−2g(k1)+ g(k1+ k2)∥⩽ 5δ

for all integers k1, k2. By [7, Theorem 3.1], there exists
b ∈ B such that ∥ f (x0 + kz0)− f (x0)− kb∥ ⩽ 5δ for
all integers k. But with our assumptions, Lemma 8
implies, for each k ∈ N,

∥2kb∥⩽ 5δ+ ∥ f (x0+2kz0)− f (x0)∥

⩽ 5δ+
5
2
δ+2∥ f (x0)∥.

Hence b is zero in B and ∥ f (x0 + kz0)− f (x0)∥ ⩽ 5δ
for all k. 2

Lemma 6, Lemma 7 and Theorem 2 combine into
the following lemma.

Lemma 9 Let δ⩾ 0 and f : G→ B satisfy (4). Suppose
that there exist x0, y0 ∈ G such that ∥F (2)y0

(x0)∥> 10δ.
Then, for each z ∈ G, only one of the following holds.
(i) ∥ f (x0+ z)− f (x0)∥⩽ 5δ,
(ii) ∥ f (x0+ z)+ f (x0)∥⩽ 2δ.

Proof : Proposition 2 implies that ∥2 f (x0)∥ > 9δ. Let
z ∈ G. Lemma 6, Lemma 7 and Theorem 2 directly
imply that at least one of these results holds. Suppose
that (i) is true. Then

∥ f (x0+ z)+ f (x0)∥= ∥2 f (x0)+ ( f (x0+ z)− f (x0))∥
> 9δ−5δ ⩾ 4δ.

So (i) and (ii) cannot be both true for one z. 2

With Lemma 9 and the fact that L (x ,−y) is the
same statement as R(x , y), we are almost ready for
the conclusions. The next proposition will fill the gap.

Proposition 4 Let δ ⩾ 0 and f : G → B satisfy (4).
Suppose that there exist α1,α2 ∈ [0,∞) and a ∈ B such
that ∥a∥> δ

2 +max{α1,α2} and H1 ∪H2 = G, where

H1 ={x ∈ G : ∥ f (x)− a∥⩽ α1}
H2 ={x ∈ G : ∥ f (x)+ a∥⩽ α2}.

Then

• H1 ∩H2 =∅ and

• each of H1 and H2 is either empty or G-convex.

Proof : Let α=max{α1,α2}. Firstly, if x ∈ H1∩H2 ̸=∅,
the triangle inequality implies

∥a∥=
1
2
∥( f (x)+ a)− ( f (x)− a)∥⩽ α.

Next, we will prove that H1 and H2 are G-convex.
Let {i, j} = {1,2}. Let x ∈ Hi , y ∈ G and n ∈ N such
that x+ny ∈ Hi . Suppose that x+ y ∈ H j . Let k be the
smallest positive integer such that x+k y ∈ Hi . We will
show that ∥a∥⩽ δ2 +α, contradicting our assumption.

Case 1: k is even. Then x + k
2 y ∈ H j and either

∥4a∥=







F (2)k
2 y

�

x +
k
2

y
�

−
�

f (x)+ (−1)ia
�

+2
�

f (x +
k
2

y)+ (−1) ja
�

−
�

f (x + k y)+ (−1)ia
�








⩽ δ+4α

or ∥2a∥=







F (0)k
2 y

�

x +
k
2

y
�

−
�

f (x)+ (−1)ia
�

−
�

f (x + k y)+ (−1)ia
�








⩽ δ+2α.

So ∥a∥⩽ δ2 +α.
Case 2: k is odd and x +(k+1)y ∈ Hi .
The fact k > 1 implies that k+1

2 < k. So x+ k+1
2 y ∈

H j and we can use the same argument as Case 1 by
replacing k with k+1.

Case 3: k is odd and x+(k+1)y ∈ H j . Then either

∥4a∥=




−F (2)y (x + k y)+
�

f (x +(k−1)y)+ (−1) j a
�

−2( f (x + k y)+ (−1)i a)

+
�

f (x +(k+1)y)+ (−1) j a
�



⩽ δ+4α

or ∥2a∥=




−F (0)y (x + k y)+
�

f (x +(k−1)y)+ (−1) j a
�

+
�

f (x +(k+1)y)+ (−1) j a
�

∥⩽ δ+2α.

In any case, we have ∥a∥⩽ δ2 +α. 2

Theorem 3 Let δ ⩾ 0 and f : G→ B satisfy (4). Then
one of the following results holds:
(i) There exists A : G → B which satisfies (2) for all

x , y ∈ G and ∥ f (x)− f (e)− A(x)∥ ⩽ 12δ for all
x ∈ G.

(ii) There exists g : G → B which satisfies (3) for all
x , y ∈ G and not satisfy (2) for some x0, y0 ∈ G.
Also, ∥ f (x)−g(x)∥⩽ 5δ. Furthermore, there exists
a ∈ B\{0} and a partition H1, H2 of G such that
g(H1) = {a} and g(H2) = {−a}. The sets H1 and
H2 are G-convex.

Proof : If ∥F (2)y (x)∥ ⩽ 12δ for all x , y ∈ G, then the
result (i) can be obtained from direct method (can
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be found in [8, Theorem 1] and [7, Theorem 3.1],
for instance). So from now on, we will assume that
there exists x0, y0 ∈ G such that ∥F (2)y0

(x0)∥ > 12δ
(and hence ∥2 f (x0)∥> 11δ).

According to Lemma 4, either L (x0, 2n y0) for
all n ∈ N ∪ {0} or R(x0, 2n y0) for all n ∈ N ∪ {0}.
Since R(x0, 2n y0) and L (x0, 2n(−y0)) are the same
statements, we can assume without loss of generality
that L (x0, 2n y0) for all n ∈ N∪{0}. Let

H1 = {x ∈ G : ∥ f (x)− f (x0)∥⩽ 5δ}
H2 = {x ∈ G : ∥ f (x)+ f (x0)∥⩽ 2δ}.

Lemma 4, Lemma 5, Lemma 9 yield x ∈ H1∪H2 for all
x ∈ G.

Lemma 9 implies that H1 and H2 are disjoint.
Proposition 4 implies that they are G-convex (none of
them is empty according to Lemma 5).

Define g : G→ B by

g(x) =

�

f (x0); x ∈ H1

− f (x0); x ∈ H2.

Then g is the function we desire. It is straightforward
to show that g is a solution of (3) (and not of (2), since
∥ f (x0)∥ ≠ 0). 2

Note that the function g in Theorem 3 (ii) is not
necessarily unique.

The next example shows a function f which satis-
fies (4), is unbounded and ∥Fy(x)∥⩽ 2δ for all x , y ∈
G. Such functions never satisfy Hyers-Ulam stability of
(2) with bound δ.

Example 1 Let f : Z→ (−∞,∞) defined by

f (x) =







− 5
4 ; x = 0,
5
4 ; x = 1,

x
2 −

1
4 ; otherwise.

Then f satisfies (4) for δ = 1, and ∥F (2)y (x)∥ ⩽ 2 for
all x , y ∈ Z.

The next theorem explains the absent of examples
where f is unbounded and ∥ f (x)− f (e)−A(x)∥ reached
large values. For each x ∈ G, we denote 〈x〉 as the
subgroup of G generated by x .

Theorem 4 Let δ ⩾ 0 and f : G → B satisfy (4) and
∥F (2)y (x)∥ ⩽ 12δ for all x , y ∈ G. Then at least one of
the following holds.
(i) There exists A : G → B which satisfies (2) for all

x , y ∈ G and ∥ f (x) − f (e) − A(x)∥ ⩽ 4δ for all
x ∈ G, and ∥F (2)y (x)∥⩽ 5δ for all x , y ∈ G.

(ii) ∥ f (x)− f (e)∥⩽ 12δ for all x ∈ G.

Proof : We already have an additive A : G→ B such that
∥ f (x)− f (e)−A(x)∥⩽ 12δ for all x ∈ G. Suppose that

A is not a zero function and let x ∈ G. We consider two
cases.

Case 1: A(x) ̸= 0. Let integer m > 25δ+2∥ f (e)∥
∥2A(x)∥ .

Then ∥A(2mx)+2 f (e)∥> 25δ. So

∥F (0)y (mx)∥

= ∥A(2mx)+2 f (e)+( f (mx− y)− f (e)−A(mx− y))
+ ( f (mx + y)− f (e)−A(mx + y))∥
> 25δ− (12δ+12δ) = δ

for all y ∈ G and integers k. Since m only needs to be
large enough, this is also true for any M ⩾ m. Hence
∥F (2)x2

(x1)∥ ⩽ δ for all x1, x2 ∈ 〈M x〉. [7, Theorem
3.1] implies that ∥ f (M x)− f (e)−A(M x)∥ ⩽ δ (since

A(M x) := lim
k→∞

f (2k M x)− f (e)
2k+1

, it is still the same A.)

So

∥ f (x)− f (e)−A(x)∥

= ∥F (2)mx ((m+1)x)+2( f ((m+1)x)− f (e)−A((m+1)x))
− ( f ((2m+1)x)− f (e)−A((2m+1)x))∥
⩽ δ+2δ+δ = 4δ.

Case 2: A(x) = 0. Let w0 ∈ G such that A(w0) ̸= 0
and k > 25δ+2∥ f (e)∥

∥2A(w0)∥
be an integer.

For any K ⩾ k, we get K > 25δ+2∥ f (e)∥
∥2A(w0)∥

. Then 1 >
25δ+2∥ f (e)∥
∥A(2Kw0)∥

= 25δ+2∥ f (e)∥
∥A(x+2Kw0)∥

.
Let x∗ = x + 2Kw0 and use the same arguments

in Case 1 (with m = 1), we have ∥ f (x + 2Kw0) −
f (e)−A(x +2Kw0)∥⩽ δ for all K > k and ∥F (2)2kw0

(x +
2kw0)∥⩽ δ. Hence

∥ f (x)− f (e)−A(x)∥

= ∥F (2)2kw0
(x+2kw0)+2( f (x+2kw0)− f (e)−A(x+2kw0))

− ( f (x +4kw0)− f (e)−A(x +4kw0))∥
⩽ 4δ.

Lastly, let x , y ∈ G. Since A is nonzero, there exists x∗ ∈
G such that A(x∗) ̸= 0. Let m be a positive integer such
that ∥A(mx∗)∥ > 25δ+ 2∥ f (e)∥. Then P (2)w (mx∗) for
all w ∈ G. We then use Proposition 1 with (a, b1, b2) =
(mx∗, x −mx∗, y) to imply that ∥F (2)y (x)∥ ⩽ 5δ. This
finishes the proof. 2

We gave a criterion for a function which satisfies
(4) to determine the type of solution of (3) that is close
to it. Let S = sup{∥F (2)y (x)∥ : x , y ∈ G}.
(i) If S ⩽ 5δ, f is near a solution of Jensen’s equation

(2).
(ii) If S ∈ (5δ, 12δ], f is nearly constant.
(iii) If S > 12δ, f is near a solution of (3) which is not

a solution of (2).
Our result also implies that S is always finite.
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Also note that for S ⩽ 12δ, some functions might
be near a nonlinear solution. In such cases, ∥ f (x)∥
are relatively small for all x ∈ G, so they can also be
treated as nearly zero. Further criterions regarding
these functions can be a future topic.
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2. Făiziev VA, Powers RC, Sahoo PK (2013) An alternative
Cauchy functional equation on a semigroup. Aequat Math
85, 131–163.

3. Ger R (2018) Solving alternative functional equations:
What for?. Annales Univ Sci Budapest, Sect Comp 47,
273–283.

4. Batko B (2008) Stability of an alternative functional
equation. J Math Anal Appl 339, 303–311.

5. Srisawat C (2022) Stability for a general form of alterna-
tive functional equation related to the Jensen’s functional
equation. ScienceAsia 48, 623–629.

6. Kitisin N, Srisawat C (2020) A general form of an alterna-
tive functional equation related to the Jensen’s functional
equation. ScienceAsia 46, 368–375.

7. Kim GH, Dragomir SS (2006) On the stability of general-
ized d’Alembert and Jensen functional equations. Inter J
Math Math Sci 2006, 043185.

8. Srisawat C (2019) Hyers-Ulam stability of an alterna-
tive functional equation of Jensen type. ScienceAsia 45,
275–278.

www.scienceasia.org

http://www.scienceasia.org/
http://dx.doi.org/10.4064/ap-30-1-49-55
http://dx.doi.org/10.4064/ap-30-1-49-55
http://dx.doi.org/10.4064/ap-30-1-49-55
http://dx.doi.org/10.1007/s00010-012-0131-4
http://dx.doi.org/10.1007/s00010-012-0131-4
http://dx.doi.org/10.1007/s00010-012-0131-4
http://dx.doi.org/10.1016/j.jmaa.2007.07.001
http://dx.doi.org/10.1016/j.jmaa.2007.07.001
http://dx.doi.org/10.2306/scienceasia1513-1874.2022.088
http://dx.doi.org/10.2306/scienceasia1513-1874.2022.088
http://dx.doi.org/10.2306/scienceasia1513-1874.2022.088
http://dx.doi.org/10.2306/scienceasia1513-1874.2020.046
http://dx.doi.org/10.2306/scienceasia1513-1874.2020.046
http://dx.doi.org/10.2306/scienceasia1513-1874.2020.046
http://dx.doi.org/10.1155/ijmms/2006/43185
http://dx.doi.org/10.1155/ijmms/2006/43185
http://dx.doi.org/10.1155/ijmms/2006/43185
http://dx.doi.org/10.2306/scienceasia1513-1874.2019.45.275
http://dx.doi.org/10.2306/scienceasia1513-1874.2019.45.275
http://dx.doi.org/10.2306/scienceasia1513-1874.2019.45.275
www.scienceasia.org

