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ABSTRACT Let (Xnk), k = 1, ..., kn ; n = 1, 2, ... be a double sequence of infinitesimal random variables
which are rowwise independent.  In this paper, we give necessary and sufficient conditions for the

sequence of distribution functions of 
      
S g X g X B rn

r

n

r

nk

r

nn

( )
( )= ( )( ) + + ( )( ) −1 L to weakly converge

to a limiting distribution function Fr for each natural number r, and also for convergence of (Fr).
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INTRODUCTION

Let (Xnk), k = 1, ..., kn ; n = 1, 2, ... be a double
sequence of infinitesimal random variables which

are rowwise independent.  Let 
      
S X X An n nk nn

= + + −1 L ,

where An are constants and let Gn be the distribution
functions of Sn.  Necessary and sufficient conditions
for (Gn) to converge to a distribution function G are
known, and in particular it is well known that G is
infinitely divisible.

In 1957, Shapiro1 considered the limit distribution

functions of the sums 
      
X X B rn

r

nk

r

nn1 + + − ( )L ,

where B rn ( ) are suitably chosen constants and

    r ∈ N .
 In 1974-1988, Shapiro2-4 and Termwuttipong5

gave the conditions which guarantees that the dis-

tribution functions of the sums 
      
X X X

r r

n

r

1 2+ + +L

converge to a limit for r < 0.
 In 1998, Neammanee6 gave the conditions for

convergence of distribution functions of  
      
ln X

r

1 +

ln lnX X r
r

n

r

2 0+ + <L for .

MAIN OF OBJECTIVE

In this work, we consider the distribution func-
tions of the sums

      
S g X g X B rn

r

n

r

nk

r

nn

( )
( )= ( )( ) + + ( )( ) −1 L

where 
        r g∈ →N and : R R  satisfies the following

properties:
(g-1) g(0) = 0,
(g-2) g is continuous, strictly decreasing on   ( , ]−∞ 0

and strictly increasing on   [ , )0 ∞ ,
(g-3) there exist positive constants δ and c such

that 
    

g x

x
c x

( )
( , )< ∈ −for all δ δ ,

(g-4)     g g( ) ( ) .−∞ = ∞ = ∞
Since g satisfies (g-1) and (g-2), we can write

    

g x
g x x

g x x
( )

( ) if ;

( ) if .
=

≥
<






1

2

0

0

where g1 :       g1 : R R0 0

+ +→  defined by g1(x) = g(x) and

      g2 : R R0 0

− +→  defined by g2(x) = g(x).  Since g is
continuous at 0 and g(0) = 0, we can assume the δ
in (g-3) has properties g g1 21 1( ) ( )δ δ< − <and .  The
followings are examples of g,

1.  
      
g x c x c n

n

( ) = > ∈for and0 N

2.  
    

g x
x x x

x x x
( )

sin ;

sin .
= + ≥

− + <






if

if

0

0

So Shapiro’s results are our special case.

From now on, for       r F F Fn

r

nk

r

nk∈ N ,
( ) ( )

we let , ,  be

the distribution functions of 
    
S g X Xn

r

nk

r

nk

( )
, ( )( ) and

respectively and for infinitely divisible distribution

function     F M N M Nr r r r r, , , , , , ,we let beγ σ γ σ2 2  in
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Le′vy’s formula of Fr, (Petrov7, chapter II).  The
necessary and sufficient conditions for convergence

of the sequence of distribution functions of     Sn

r( )  and
the sequence of distribution functions Fr are given
in Theorem A and Theorem B which stated below.

Theorem A Assume that     G G nn

w → → ∞as .

Then for each     r ∈ N  and for suitably chosen

constants     B r F F nn n

r w

r( ),
( )  → → ∞as  if and only

if

1.  

    

lim limsup ( ( )) ( ) ( ( )) ( )
( )

( )

ε

ε

ε
→ →∞ =

−

+

−

−

{ +∑ ∫ ∫
0 1

2

0

201

1

1

2

1

1n k

k r

nk

g r

nk

g

n
r

r

g t dF t g t dF t

        

    

− ( ) + ( ) } = < ∞
−

−

−

∫∫( ( ) ( ) ( ) ( ))

( )

( )

g t dF t g t dF t
r

nk

r

nk

g

g

r

r

r

2

1

1

1

1

1

0

0

2 2

ε

ε

σ

and

2.  

    

lim lim inf ( ( )) ( ) ( ( )) ( )
( )

( )

ε

ε

ε
→ →∞ =

−

+

−

−

{ +∑ ∫ ∫
0 1

2

0

201

1

1

2

1

1n
k

k r

nk

g r

nk

g

n
r

r

g t dF t g t dF t

        

    

− ( ) + ( ) } = < ∞
−

−

−

∫∫( ( ) ( ) ( ) ( ))

( )

( )

g t dF t g t dF t
r

nk

r

nk

g

g

r

r

r

2

1

1

1

1

1

0

0

2 2

ε

ε

σ .

Theorem B Let 
      G G F Fn

w

n

r w

r →  →and as
( )

n r→ ∞ ∈for all N .  Then     F H rr

w → → ∞and  if
and only if

1.     M x x g( ) ( )= < −0 12

1for all

2.     N x x g( ) ( )= > −0 11

1for all

3.
    
lim ( )*

r
r→∞

=σ σ2 2

where the functions M, N are functions in Le′vy’s
formula of F and σ* is the constant in Le′vy’s formula
of H.  Moreover, we know that

4. if σ* = 0, M is continuous at     g2

1 1− ( )  and N is

continuous at     g1

1 1− ( )  then H is degenerate

5. if σ* ≠ 0, M is continuous at     g2

1 1− ( )  and N is

continuous at     g1

1 1− ( )  then H is normal

6. if σ* = 0, M is discontinuous at     g2

1 1− ( )  or N is

discontinuous at     g1

1 1− ( )  then H (x - m) is
Poisson, for some constant m

7. if σ* ≠ 0, M is discontinuous at     g2

1 1− ( )  or N is

discontinuous at     g1

1 1− ( )  then H is the
distribution function of the sum of two
independent random variables one of which
is normal and the other is Poisson.

PROOFS OF MAIN RESULTS

Before we prove the main results we need the
following lemmas.

Lemma 1 Let X ~ N(a, σ2) and Y ~ Poi(λ).  If X and
Y are independent, then Le′vy’s formula of the
characteristic function of X + Y is

    
log ( ) ( ) ( ) ( )ϕ λ σX Y

itxt i a t t e
itx

x
dK x+

∞
= + − + − −

+
∫

2

1

2
1

1

2 2

0
2

,

where       K : R R
+ →  is defined by K x

x

x
( )

if ;

if .
= − < ≤

>






λ 0 1

0 1

Proof Let ϕX and ϕY be the characteristic functions
of X and Y, respectively.  From Lukacs8 p93, we have

log ( )ϕ σX t iat t= − 1

2

2 2  and 
    
log ( ) ( ) ( )ϕ λ

Y

itxt i t e
itx

x
dK x= + − −

+

∞

∫
2

1
10

2
.

Since X and Y are independent,

log ( ) log ( ) ( )ϕ ϕ ϕX Y X Yt t t+ =

= +log ( ) log ( )ϕ ϕX Yt t

    
= − + + − −

+

∞

∫iat t i t e
itx

x
dK xitx1

2 2
1

1

2 2

0
2

σ λ
( ) ( )

    
= + − + − −

+

∞

∫i a t t e
itx

x
dK xitx( ) ( ) ( )

λ σ
2

1

2
1

1

2 2

0
2

.   #

Lemma 2 If 
      G G n rn

w → → ∞ ∈as then for every N

1.
    
lim ( )

( )

n
nk

r

k

k

F x x
n

→∞ =
= <∑ 0 0

1

for all and

2.
    
lim ( ( ) ) ( ( )) ( ( )) ( , ).

( )

n
nk

r

k

k
r rF x N g x M g x

n

→∞ =

− −− = − ∞∑ 1 0
1

1

1

1

2

1

1

a.e. on

Furthermore, if 
      F F rn

r w

r

( )  → ∈for every thenN

r ∈n for each N , we have

3. Mr = −∞0 0on and( , )

4.
    
N x N g x M g xr

r r( ) = − ∞− −( ( )) ( ( )) ( , )1

1

1

2

1

1

0a.e. on ,

where M and N are functions in Le′vy’s formula of F.
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Proof Note that

    

F x

x

P X x

F g x F g x x

nk

r

nk

nk
r

nk
r

( )

if ;

( ) if ;

( ( )) ( ( ) ) if

( ) =

<

= =

− >















− − −

0 0

0 0

0
1 2

1

1

1

1

...(2.1)

and 

    

F x

x

F x x
nk

r

nk

r

( )
if ;

( ) .
( )

( ) =
<

≥







0 0

0
1

1

if

                  ...(2.2)

So 1.  follows from (2.1).  To prove 2, let      r ∈ N .

G Gn

w →Since ,  by Theorem 8 of Petrov7 p81-82
we know that

    
lim ( ) ( ) lim ( ( ) ) ( )
n

nk
k

k

n
nk

k

k

F x M x F x N x
n n

→∞ = →∞ =
= − =∑ ∑

1 1

1and   ...(2.3)

for all continuity points of M and N.  From (2.1)
and (2.3)

    
lim ( ( ) )

( )

n
nk

r

k

k

F x
n

→∞ =
−∑ 1

1

lim { ( ( )) ( ( ) )}
n

nk

r

nk

r

k

k

F g x F g x
n

→∞

− − −

=
= − −∑ 11

1

1

2

1

1

1

    
= − −

→∞ =

−

→∞ =

− −
∑ ∑lim { ( ( )) } lim { ( ( ) ) }

n
k

k

nk

r

n
k

k

nk

rn n

F g x F g x
1

1

1

1

1
2

1

1

1

    = − ∞− − −N g x M g xr r( ( )) ( ( ) ) ( , )1

1

1

2

1

1

0a.e. on

    = − ∞− −N g x M g xr r( ( )) ( ( )) ( , )1

1

1

2

1

1

0a.e. on .

Now, we suppose that       F F rn

r w

r

( )  → ∈for every N .
By (1), (2) and Theorem 8 of Petrov7 p81-82 we
have (3) and (4).         #

Lemma 3 Assume that       F F rn

r w

r

( )  → ∈for every N .

Then for every     r ∈ N ,

 1.
    
M xr( ) = −∞0 0on and( , )

 2.
    
N x N xr

r( ) = ∞1

1

0( ) ( , )a.e. on .

Proof We use the same argument in proving 2 of
Lemma 2 by using (2.2) instead of (2.1).              #

Lemma 4 Assume that

1. for every       r F F nn

r w

r∈  → → ∞N , as( )  and

2.     F H rr

w → → ∞as .
Then H is one of the following

 1. a degenerate distribution function
 2. a Poisson distribution function
 3. a normal distribution function
 4. the distribution function of the sum of two

independent random variables one of which
is normal and the other is Poisson.

Proof Let r be any natural number.  Then, by Lemma 3

we have Mr = 0 on (-∞, 0) and 
    
N x N xr

r( ) = 1

1

( )  a.e.

on (∞, 0).  Since      F H rr

w → → ∞as , by Theorem
3 of Petrov7 p75, we have

    
lim ( ) ( )*

r
rM x M x

→∞
=  for all continuity points x of M*,

    
lim ( ) ( )*

r
rN x N x

→∞
=  for all continuity points x of N*,

    
lim
r

r→∞

∗
=γ γ  and

    

lim limsup ( ) ( )
ε

ε

ε
σ

→ →∞ −+
+ +









∫∫
0

2 2 2

0

0

r
r r ru dM u u dN u

    

= + +








=
→ →∞ −+

∫∫lim liminf ( ) ( ) ( )*

ε

ε

ε
σ σ

0

2 2 2

0

0
2

r
r r ru dM u u dN u

where M*, N*, γ* and σ* are associated with H in
Le′vy’s formula.  This shows that

M N x N x
N x

N x
r

r* *

( ) lim ( )
( ) if ;

( ) if .
= = = >

< <





→∞

+

−0
1 1

1 0 1
1

1

1

1

and

But

    

N N N x
x

N x

* *

( ) , ( ) . ( )
if ;

( ) if .
∞ = = =

>

< <






+

−0 1 0
0 1

1 0 1
1

1

so Thus

Case 1. σ* = 0 and N* = 0.  Then H is degenerate.
Case 2. σ* ≠ 0 and N* = 0.  Then H is normal.
Case 3. σ* = 0 and N* takes one jump.

 If 
    
γ* ( )= −

−N1 1

2
 then H is Poisson.
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 If 
    
γ γ*

*( )
,

( )≠ − = − +− −N
m

N1 11

2

2 1

2
let , we note

that the characteristic function     ϕ m t H x m* ( ) ( )of −

ϕ ϕimte t* *( ),is where is the characteristic function of H.
Hence

    log ( ) log ( )* *ϕ ϕm

imtt e t=

    = +imt tlog ( )*ϕ

    
= + + + + − −

+−∞

−

∫imt i t e
itx

x
dN xitxγ* *( ) ( )0 0 1

1 2

0

    
= − + + + − −

+

−

−∞

−

∫i
N

t e
itx

x
dN xitx(

( )
) ( ) ( )*1

2

01

2
0 0 1

1
.

So H(x - m) is Poisson.

Case 4.  σ* ≠ 0 and N* takes one jump.
By Lemma 1, H is the distribution function of the
sum of two independent random variables one of
which is a Poisson and the other is a normal .     #

Lemma 5 Assume that       F F nn

r w

r

( ) as → → ∞

r∞ ∈for every N  and     G G n F Hn

w

r

w → → ∞  →as . If

H r → ∞as  then

1. M x*( ) ( , ),= −∞0 0on

2. N x
x

N g M g x

*( )
if

( ( )) ( ( )) if

;

,
=

>
− < <





 − − − −

0

0

1

1 1 11

1

2

1

on (0, ∞) and

3.     M g N g( ( )) ( ( ))2

1

1

11 1 0− + − += = ,

where M and N are functions in Le′vy’s formula of F
and M*and N* are functions in Le′vy’s formula of H.

Proof Use the same technique in finding N* and M*
in Lemma 4 by using Lemma 2 instead of Lemma 3.

      #

Proof of Theorem A
Note that, for ε > 0 we have

    

x dF x xdF xnk
r

x
nk

r

x

2 2( ) ( )( ) ( ( ))
< <
∫ ∫−

ε ε

= [ − ]∫
− − −

x d F g x F g xnk

r

nk

r2

0
1

1

1

2

1

1ε

( ( )) ( ( ) )

− [ − ]∫
− − −

( ( ( )) ( ( ) ) )x d F g x F g xnk

r

nk

r

0
1

1

1

2

1

1

2
ε

    

= +
−

−

∫ ∫ −
( ( )) ( ) ( ( )) ( )

( )

( )

g t dF t g t dF t
r

nk

g r

nk

g

r

r

1

2

1
0

2

2

2

01

1

1

2

1

1

ε

ε

    

− +
−

−

∫ ∫ −
( ( ( )) ( ) ( ( )) ( ) )

( )

( )

g t dF t g t dF t
r

nk

g r

nk

g

r

r

1 1
0

2 2

0 21

1

1

2

1

1

ε

ε

         = =
− −

[ ( ) ( )]t g x t g x
r r

1 1

1

1

2 2

1

1

and

    

= +
−

−

∫ ∫
−

( ( )) ( ) ( ( )) ( )
( )

( )

g t dF t g t dF t
r

nk

g r

nk

g

r

r

2

0

201

1

1

2

1

1

ε

ε

    

− +
−

−

∫ ∫
−

( ( ( )) ( ) ( ( )) ( ) ) .
( )

( )

g t dF t g t dF t
r

nk

g r

nk

g

r

r

0

0 21

1

1

2

1

1

ε

ε ...(2.4)

To prove necessity, we suppose that     F Fn
r w

r
( )  →

F nr → ∞as .  Then 1.  and 2.  follow from Theorem 8

of Petrov7 p81-82 and (2.4).

For sufficiency, we define       M r : ( , )−∞ →0 R and

N r : ( , )∞ →0 Rd  by

    M x N x N g x M g xr r
r r( ) ( ) ( ( )) ( ( )).= = −− −0 1

1

1

2

1

1

and

Clearly, Mr and Nr are nondecreasing and Mr (-∞) =
0, Nr (∞) = 0.  By (1) and (2) of Lemma 2 we

have
    
lim ( ) ( )( )

n
nk

r

r
k

k

F x M x
n

→∞ =
=∑

1

 and                     ...(2.5)

    
lim ( ( ) ) ( )( )

n
nk

r

r
k

k

F x N x
n

→∞ =
− =∑ 1

1

...(2.6)

for all continuity points of M and N.  By assumptions
1, 2 and (2.4) we have

    

lim limsup ( ) ( ( ))( ) ( )

ε ε ε→ →∞ < <=
+

{ − }∫ ∫∑
0

2 2

1n
nk

r

x
nk

r

xk

k

x dF x xdF x
n

= { − } = < ∞
→ →∞ < <=

+
∫ ∫∑lim liminf ( ) ( ( ))( ) ( )

ε ε ε
σ

0

2 2

1

2

n
nk

r

x
nk

r

xk

k

rx dF x xdF x
n

.

...(2.7)

By (2.5)-(2.7) and Theorem 8 of Petrov7 p81-82,

    F Fn

r w

r

( )  →  as n → ∞.                                          #

Proof of Theorem B
For r ≥ 2 and 0 < ε < min {(g1(δ))r, (g2(-δ))r}, we

have 
    
max{ ( ), ( ) }g g

r r

1

1

1

2

1

1

− −
≤ε ε δ  and

    

0 2
0

2

0

≤ +
−

−

−
∫ ∫u dM u u dN ur r( ) ( )
ε

ε
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= + [ − ]− −

+
∫0 2

1

1

1

2

1

1

0

u d N g u M g ur r( ( )) ( ( ))
ε

(by Lemma 2 (3) and(4))

= −
+

−

−

−

∫ ∫( ( )) ( ) ( ( )) ( )
( ) ( )

g t dN t g t dM tr
g

r
gr r

1 1

2

1

0

2 2

2

2

0

1
1

1

2
1

1

ε ε

        = =− −[ ( ) ( )]t g u t g ur r
1 1

1

1

2 2

1

1

and

    

= +
+

−

−

−

∫ ∫( ( )) ( ) ( ( )) ( )
( )

( )

g t dN t g t dM tr
g

r

g

r

r

1

2

0

2

2
01

1

1

2
1

1

ε

ε

    

≤ +
+

−

−

−

∫ ∫ε ε
ε

ε

( ( ( )) ( ) ) ( ( ( )) ( ) )
( )

( )

g t dN t g t dM tr
g

r

g

r

r

1

0

2

01
1

1

2
1

1

    

≤ +
+

−

∫ ∫
−

ε
δ

δ
{ ( ( )) ( ) ( ( )) ( )}g t dN t g t dM t

r r

1

0

2

0

    

≤ +
+

−

∫ ∫
−

ε
δ

δ
{ ( ( )) ( ) ( ( )) ( )}g t dN t g t dM t1

2

0

2

20

    

=








 +











+

−

∫ ∫
−

ε
δ

δ
{

( )
( )

( )
( )}

g t

t
t dN t

g t

t
t dM t1

2

0

2

2
02 2

    

≤ +
+

−

∫ ∫
−

c t dN t t dM t
2

0

02 2ε
δ

δ
{ ( ) ( )}.

            (by property (g-3))...(2.8)

Then 
    

0
0

2 2

0

0

≤ { + }
→ →∞ −+ +

−

∫∫lim limsup ( ) ( )
ε

ε

εr
r ru dM u u dN u

           

    

≤ + =
→ →∞ −+ +

−

∫ ∫lim limsup { ( ) ( )} .
ε δ

ε
δ

0

2

0

02 2

0
r

c t dN t t dM t

Hence

    

lim limsup ( ) ( ) .
ε

ε

ε→ →∞ −+ +

−

{ + } =∫∫
0

2 2

0

0

0
r

r ru dM u u dN u ...(2.9)

Similarly, we have

    

lim liminf ( ) ( ) .
ε

ε

ε→ →∞ −+ +

−

{ + } =∫∫
0

2 2

0

0

0
r

r ru dM u u dN u ...(2.10)

To prove necessity, we suppose that     F H rr

w → → ∞as .

Since   G Gn

w → , by Theorem 8 of Petrov7 p81-82

we have 
    
lim ( ) ( )
n

nk
k

k

F x M x
n

→∞ =
=∑

1

 and 
    
lim ( ) ( )
n

nk
k

k

F x N x
n

→∞ =
−[ ] =∑ 1

1

for all continuity points of M and N.  Then (1) and
(2) follow from Lemma 5(3) and the fact that M and
N are nondecreasing and M(-∞) = N(∞) = 0.
Now, we will show (3).

Since   F Hr

w → , by Theorem 3 of Petrov7 p75 we
have

lim limsup ( ) ( )
ε

ε

ε
σ

→ →∞ −+
{ + + }∫∫

0

2 2 2

0

0

r
r r ru dM u u dN u

= lim liminf ( ) ( ) ( )*

ε

ε

ε
σ σ

→ →∞ −+
{ + + } =∫∫

0

2 2 2

0

0
2

r
r r ru dM u u dN u

           ...(2.11)
By (2.9) - (2.11), we see that

    
limsup ( ) liminf ( ) .* *

r
r

r
r

→∞ →∞
= =σ σ σ σ2 2 2 2and

So 
    
lim ( ) .*

r
r→∞

=σ σ2 2

To prove sufficiency, we assume that (1), (2) and
(3) hold.

Since     G G F F nn

w

n

r w

r →  → → ∞and as( ) , by Lemma 2,
Mr = 0 and

    
N x N g x M g xr

r r( ) = − ∞− −( ( )) ( ( )) ( , )1

1

1

2

1

1

0a.e. on .

Let       N
* : R R

+ →  be defined by 
      
N x N x

r
r

∗

→∞
=( ) lim ( )

M − →) :*and R R  be defined by 
    
M x M x

r
r

∗

→∞
=( ) lim ( )  .

Then M* = 0 on (-∞, 0) and by assumptions (1) and

(2) 

    

N x
x

N g M g x

*

( )
if

( ( )) ( ( )) if

;
=

>

− < <






− − − −

0

0

1

1 1 11

1

2

1

on (0, ∞).
That is M* (-∞) = N*(∞) = 0.  From assumption (3)
and (2.9) we have

lim limsup ( ) ( ) lim ( )
ε

ε

ε
σ σ σ

→ →∞ − →∞

∗
+

{ + + } = =∫∫
0

2 2 2

0

0
2 2

r
r r r

r
ru dM u u dN u .

Similarly, we can show that

lim liminf ( ) ( ) ( )
ε

ε

ε
σ σ

→ →∞ −

∗
+

{ + + } =∫∫
0

2 2 2

0

0
2

r
r r ru dM u u dN u .

By Theorem 3 of Petrov7 p75, we have 
    
lim ( ) ( )
r

rF x H x
→∞

= ,

where H is the infinitely divisible distribution
determined by M*, N*, γ* and (σ*)2.
By the same argument of Lemma 4 we have (4)-(7).

        #
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