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ABsTRACT Let (X,), k=1, .., k,;n=1, 2, .. be adouble sequence of infinitesimal random variables
which are rowwise independent. In this paper, we give necessary and sufficient conditions for the

sequence of distribution functions of 5 = (g(X,,l))r +L +(g(/l’,,,rﬂ)) "= B (7)to weakly converge
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to a limiting distribution function F, for each natural number r, and also for convergence of (F,).
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INTRODUCTION

Let (X,), k=1,..,Kk,;n=1,2, .. Dbeadouble
sequence of infinitesimal random variables which

are rowwise independent. Let §,= X, +L +X, -4

n

where A are constants and let G, be the distribution
functions of S,. Necessary and sufficient conditions
for (G,) to converge to a distribution function G are
known, and in particular it is well known that G is
infinitely divisible.

In 1957, Shapiro* considered the limit distribution

-8,(7).

where 2,(7) are suitably chosen constants and

ran.
In 1974-1988, Shapiro®* and Termwuttipong®
gave the conditions which guarantees that the dis-

functions of the sums |.x,,

r r
+L +|/Klk

”

tribution functions of the sums |.x; +|4; +L +

4z,

converge to a limit for r < 0.
In 1998, Neammanee® gave the conditions for

convergence of distribution functions of |in_k;|" +

|ln/I’2|r +L +|1n X, " for <0.

MAaIN oF OBJECTIVE

In this work, we consider the distribution func-
tions of the sums

50 =(g(4)) +L +(e( 1) -8

where »O & and g:R- R satisfies the following

properties:

(9-1) 9(0)=0,

(g-2) giscontinuous, strictly decreasing on (-, 0]
and strictly increasing on [0, ),

(g-3) there exist positive constants o and ¢ such

£x)
X

(0-4) &)= g(e) =

Since g satisfies (g-1) and (g-2), we can write

He(n) if xz0;
g(")ﬁ;(x) if r<0.

that < cforall x O€ 9,0),

where g, : g :R; - Ry defined by g,(x) = g(x) and

2 Ry - R defined by g,(x) = g(x). Since g is
continuous at 0 and g(0) = 0, we can assume the &
in (g-3) has properties g;(d)<1land g,(-d) <1. The
followings are examples of g,

1. g(x):cixr forc>0and » O N

if x=0;

x+sinx if x<O.

B r+sinx
2. g(x)= 5_
So Shapiro’s results are our special case.
Fromnowon, for »O NV, welet 77, £, F be

n >tk >t nk

the distribution functions of .§”

n 2

(g( X, )r and X,
respectively and for infinitely divisible distribution
function # ,welet M,,V,,y,,0. be M,V,y, @ in
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Le'vy's formula of F,, (Petrov’, chapter I1). The
necessary and sufficient conditions for convergence
of the sequence of distribution functions of .8\ and

the sequence of distribution functions F, are given
in Theorem A and Theorem B which stated below.

Theorem A Assume that G, I} Gasw
Then for each »0O & and for suitably chosen

constants B,(»), 7” (0% £ asm» o
if

if and only

!
_1 ’
(¢ 0

k/l
1. lirnlimsupZ{ j (g(l) "m0+ [(g0) dF (e
£.0 n-w  f=] 1

& (€)

and

(€

2. hmhmmfz{ j (g(l)) "dF (1)+ T(g(z))z’df;k([)

+ 00
£-0 , 1
- r

£ ()

| f ) iy Jzo <o

’

')

Theorem B Let G, 0% Gand ALY £ as
n—oforall7ON. Then /01X Hand s o if
and only if

1. M(x)=0forall r<g;'(1)

2. Mx)=0forall r>g (1)

3. lima’=(a")
where {Hg functions M, N are functions in Le'vy’s

formula of F and o* is the constant in Le'vy's formula
of H. Moreover, we know that
4. if o* = 0, M is continuous at g;'(1) and N is
continuous at g;'(1) then H is degenerate
5. if a* 20, M is continuous at £;'(1) and N is
continuous at g;'(1) then H is normal
6. if o* =0, Misdiscontinuous at g;'(1) or N is

discontinuous at g;'(1) then H (x - m) is
Poisson, for some constant m
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7. ifo*#0, Mis discontinuous at g;'(1) or N is

discontinuous at g '(1) then H is the
distribution function of the sum of two
independent random variables one of which
is normal and the other is Poisson.

Proors oF MaIN ResuLts

Before we prove the main results we need the
following lemmas.

Lemma 1 Let X ~ N(a, a2) and Y ~ Poi(A). If X and
Y are independent, then Le'vy's formula of the
characteristic function of X + Y is

= Y )\ 1 2 < 7i3 le
logd 1., (1) = l(a+5)t—50f2+j(el -1 —1”2)4/((,(),
where £:R* - R is defined by £(x) E if0<rsl;
ifr>1.

Proof Let ¢, and ¢, be the characteristic functions
of Xand Y, respectively. From Lukacs® p93, we have

log(b)((f):z’m‘—%ozz‘Z and logd (1)=/— [+_[ d-1- 1 )d/(()
+r
Since X and Y are independent,
log¢ ., (9)=1ogd (1 ,(2)
:10g¢1(l)+]0g¢y(t)
1 5,
siat-—0r +i—r+[(¢" -1 - K
i 2 12 I 1+x) ()
:1'(4+)\ /- —ofz+j & -1- )d/(( ). #
2 1+ f

Lemma2If G,(I3 (Gas » o thenforeveryld N

1. l1mZF<’)(x):O for all .+ <0 and

nk
=

1 1

/{/7 — —

2. T} (£ (0=1)= Mg (x")~ Mg (x")) ae.on(0,0).
L=

Furthermore, if A7 0% Z foreveryd M then

for each 0 &, we have
3. M, =0on(-»,0)and

1 1
4. M(2)= Mg ()~ Mg (r))ae.on (0,%9),
where M and N are functions in Le'vy’s formula of F.
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Proof Note that

O £ <0
0 0 if x<0;
i
7) _D :
£ (x)—HP(X”,(:O) it r=0; ..(2.1)
1 1
g -1 EPN
H@x»(&l(x”))‘ﬂx»(&l(f) ) if x>0
D if r<0;
and F,Z)(x):D ' .(2.2)

()

”/((.X ) 1f.X>O

So 1. follows from (2.1). To prove 2, let-O0 V.

Since G, (I}, G, by Theorem 8 of Petrov’ p81-82
we know that

(D=1 =M ...(2.3)

hm Z (& x)and lim Z

n=% =

for all continuity points of M and N. From (2.1)
and (2.3)

b,
lim Y (£, (x)=1)
b=

1

&
= iigg{ﬂk(& W) -1-Fy(e "))

1 1

= hmZ{FM(& “)- 1}-11mZ{F”/f(g2 ()}

® k=1
1 1

= M(g'(x") - M(g'(x")") ae.on (0,)

1

Mg (I ) = M(g;'(x7)) a.e.on (0, ).

Now, we suppose that #” (T3 # for everyld V.

By (1), (2) and Theorem 8 of Petrov’ p81-82 we
have (3) and (4). #

Lemma 3 Assume that #” (I 7 foreveryld V.
Then for every »0O N,

1. M(x) =0 on (-0,0) and
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1

2. /V,(x) = /V,(x7') a.e.on (0,0).

Proof We use the same argument in proving 2 of
Lemma 2 by using (2.2) instead of (2.1). #

Lemma 4 Assume that
1. forevery »ON, £ DL Fasm o and

2. FOE Hasw o
Then H is one of the following

1. a degenerate distribution function

2. a Poisson distribution function

3. anormal distribution function

4. the distribution function of the sum of two
independent random variables one of which
is normal and the other is Poisson.

Proof Let r be any natural number. Then, by Lemma 3

1

we have M, = 0 on (-, 0) and /V,(X) = N,(x) ae

on (e, 0). Since £ I Hasm o
3 of Petrov’ p75, we have

, by Theorem
lim A7 () = A" () for all continuity points x of M*,
lim &V,(x) = /" () for all continuity points x of N*,

lim y, = yD and

lim hmsupEt[u dM (u)+0, +_[u an, (u)D

£-0"  soo

= lim liminf

et 7ro®

o € U
Of i/2dM (i) +0, +] uzd/v,(u)gz %
€ 0

where M*, N*, y* and o* are associated with H in
Le'vy's formula. This shows that

M Oand/V(,r)_th(x) %}V(l) if ¥r>1 ;
Bva) if 0<x<l.

But
. s « Hoo if x>l
N (0)=0, so /(1 )=0. Thus ¥/ (x)=0
V(1) if 0<x<l,

Case 1. o* = 0and N*=0. Then H is degenerate.
Case 2. g* #0and N* =0. Then H is normal.
Case 3. 0* = 0 and N* takes one jump.

o M)
2

Ify = then H is Poisson.
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If y* ¢—M,letm=

* + -
—w, we note

that the characteristic function ¢ (7) of Z(x-m)

is ¢” " (#), where ¢ ‘is the characteristic function of H.
Hence

logd’,(7)= loge™"(2)
= imt+log ¢’ (7)
= imt+ N 1+0+0 +(j:(e’" S )d/\f*(x)
_ -
= 1(-@)t+0+0 +[(&" -1~ o ().

So H(x - m) is Poisson.

Case 4. o* # 0 and N* takes one jump.

By Lemma 1, H is the distribution function of the
sum of two independent random variables one of
which is a Poisson and the other isanormal .  #

Lemma 5 Assume that £#7 [ Zas m» o

forevery 70N and G Ik Gasw o . If AL H
"as 7 — oo then
1. M (»)=0o0n(-x,0),
2 Ww=b 0 it 1>l
EV(g' () - M(g'(17)) ifo<x<l,
on (0, ») and

3. M(g'(1")=Mg (1) =0,

where M and N are functions in Le'vy's formula of F
and M*and N* are functions in Le'vy’s formula of H.

Proof Use the same technique in finding N* and M*
in Lemma 4 by using Lemma 2 instead of Lemma 3.
#

Proof of Theorem A
Note that, for € > 0 we have

vdf(0) = ([ xdf ()
: t5

<€

-Ix A A Ve ) ]

-({ M[ e V- EE D Y

-1
41 (E )

:°J (e(8)) dF(4)+ I(g(z» "dF(5)

o (5)

ScienceAsia 28 (2002)

1

é’l_l( 2
- (g(f)) dF(4)+ I(g(f)) dFy(5))

0

o (5)
1

[1=g (¢ )and 1, =g, ()]

-1
&1 (E B

[ (e)” @m0+ I(g(f)) CdF(1)

. o (8

a' ) . , -,
CJ e am o+ foey @) )

0 2
g
& ()

(2.4)
To prove necessity, we suppose that #” (135 7

.as 7 - o, Then 1. and 2. follow from Theorem 8
of Petrov’ p81-82 and (2.4).
For sufficiency, we define 47, : (—,0) — R and
/V,:(0,00) — Rby
1

M(D)=0and V,(x) =Mg'(x) -~ M(g (x )
Clearly, M, and N, are nondecreasing and M, (-») =
0, N, () = 0. By (1) and (2) of Lemma 2 we

have hm ZF;/:)(X) M (x) and

® k=1

hmZ(

® =1
for all continuity points of M and N. By assumptions
1, 2 and (2.4) we have

..(2.5)

(D -1)= N (2 ..(2.6)

lim limsup Z

£-0" s

I def,f?(x) (‘ ,{ xdF()* }

= lim liminf Z{ { PdFD () ~( { wdf (D) } =0 <.
S = e B3 @27

By (2.5)-(2.7) and Theorem 8 of Petrov’ p81-82,
FOI% Fasn - o #

Proof of Theorem B
For r =2 and 0 < &€ < min {(9,(3))", (9,(-0))}, we

1 1

have max{gl_l(é‘;),| g;({;‘;) |}55and

0<_|'z/2a’M(u)+Iu an (u)

-€
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_o+j g{ Mg' (u ) - M(g' (”r)) ]
(by Lemma 2 (3) and(4))

1 1

gi'En) &'En
= I (&(1) Y aV(4) = I (&(1)” dM(1,)

1 1

[4 =g («")and 1, =g (u")]

1

-1 e

g (€7) 0
= (&(2)* dV(2)+ Iggz(t))z"dM(;)
a'€n)

gfl(sl’) o
<g( _[ (&1() dMD))+&( ffgz(f))’ﬂ'M(f))

-1 »
& (&)
3

<€l [(a(0) v+ [ () ()

[

se 1[0 v+ [ (&) ()

5[] O -0 O
_ (D= 2 %) g 2
_s{o[%% / a//v(z)+_jﬁé’T £ dM(7))
<cef j'zza’/V(t)+(ffsz(t)}.
o -
(by property (g-3))...(2.8)

Then 0< lim llmsup{ _[u /78 (u)+I/a’/V(u) }

£-0"  sow

< lim limsup ¢ S{Il d/V(i)+_[t dM()} =0.

s-»() 7

0"
Hence

lim llmsup{ Iu M (u)+szd/V (2) } =0....(2.9)

£~0"  sow

Similarly, we have

lim llnllnf{ _[z/za’M(z/)+Iu dnN (u) } =0....(2.10)

e-0"

To prove necessity, we suppose that # I Hasm o .
Since G, I1: &, by Theorem 8 of Petrov’ p81-82

we have llmz £.(v=M(» and llmZ[ Fu(0=1] =M
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for all continuity points of M and N. Then (1) and
(2) follow from Lemma 5(3) and the fact that M and
N are nondecreasing and M(-c) = N(e0) = 0.

Now, we will show (3).

Since £ 1% A, by Theorem 3 of Petrov’ p75 we
have

0 €
lim limsupf{ j WP dM (1) +G* + j N () }
e-0" 00 Z

= hmhmmf{ J’u dM (u)+0’ +_[u an (u) } =(0")?

eL0t ro®

..(2.11)
By (2.9) - (2.11), we see that

hmsupo =(0")? and hmlnfo =(0")%.

So l}mor:(c )2,
To prove sufficiency, we assume that (1), (2) and
(3) hold.

Since G, I Gand 011" Fasw
M,=0and

, by Lemma 2,

1 1
V(1) = Mg () - (' () ac.on (0, ).
Let /" :R" — R be defined by »"(x) =lim V(%)

and " :R™ - R be defined by 47°(x) =lim 47,(x) .
Then M* =0 on (-, 0) and by assumptions (1) and
0 it x>1;

@ ¥ (0=

E/V(gl (A7) Mg (1) if0 i<l
on (0, «).
That is M* (-00) = N*(e0) = 0. From assumption (3)
and (2.9) we have

0 €
limlimsup{ [ o’ () +0? + [ 1V (1) } =lima? =(0)’.
€50 F0 -5 0 F00

Similarly, we can show that

0 €
lim liminf{ [ 22dat () + 0%+ [ u’aV () } = (a")".
£-0" 7o -£ 0

By Theorem 3 of Petrov’ p75, we have lim#(x) = (),

where H is the infinitely divisible distribution

determined by M*, N*, y* and (0*)2.

By the same argument of Lemma 4 we have (4)-(7).
#
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